I. INTRODUCTION

Theoretical and experimental studies of the lifetime of the 1s2s 3S1 level in heliumlike ions have been important testing grounds for atomic theory. In 1940, Breit and Teller [1] estimated the decay rates for the metastable 2s states in H and He. For the 2S1/2 level in hydrogen they found that two-photon decay dominated over M1 decay in hydrogen, confirming an earlier prediction by Maria Goeppert-Mayer [2,3]. For helium they predicted that the 2 S0 level and the 2S1 level also decay predominantly by two-photon emission. However, in 1969, Gabriel and Jordan [4] noticed lines in the soft-x-ray spectrum of the sun corresponding to the 2S1 → 1S0 transition energies of He-like C V, O VII, Ne IX, Mg XI, and Si XIII. Their observations suggested a significant M1 branch for the decay of the 2S1 level. Griem [5,6] confirmed the interpretation of these lines as single-photon transitions from 2S1, pointing out that Breit and Teller had greatly underestimated the M1 decay rate for the 2S1 level. Griem found that the M1 decay mode was orders of magnitude greater than the two-photon decay mode for this state. Shortly thereafter, Marrus and Schmieder observed the M1 decay of the 2S1 level in beam-foil experiments at Berkeley [7,8].

Subsequent experimental work has resulted in measurements of the 2S1 decay rate ranging from Z = 2 to Z = 54. Reviews of results prior to 1978 have been given by Sucher [9] and by Marrus and Mohr [10]. The emphasis recently has been on improved precision at intermediate to high Z in order to test theory in the regime where electron correlations and higher-order relativistic corrections are simultaneously important. In addition to providing a test of theoretical atomic calculations, precise knowledge of the decay rate of the 2S1 state is important in the study of astrophysical and terrestrial plasmas. By comparison of observed and theoretical lifetimes, electron densities in plasmas can be determined [4].

The matrix element for the decay 2S1 → 1S0 + γ vanishes in a lowest-order calculation using nonrelativistic wave functions, since to first order the operator for magnetic dipole transitions affects only the spin and orbital angular momentum parts of the wave function, and the radial parts are orthogonal. A nonvanishing result requires a relativistic theory, so these transitions are referred to as relativistic M1 transitions. For helium and heliumlike ions the calculation is further complicated by the need to account for electron-electron correlations. Following Griem’s work, more accurate calculations of the 2S1 decay rate were done by Feinberg and Sucher [11], Drake [12,13], Beigman and Safronova [14], and Kelsey and Sucher [15]. Drake did a variational calculation expressed as a power series in Z−1, including terms up to Z−9. These results provide accurate values to lowest order in αZ. Anderson and Weinhold [16] verified the accuracy of Drake’s variational wave functions for Ar16+ and concluded that Drake’s result was good to better than 0.3%. Feinberg and Sucher obtained an accurate value for helium (Z = 2) by evaluating the matrix element with a six-parameter Hylleraas wave function. All of these lowest-order calculations are in good agreement with each other.

Higher-order corrections to the 2S1 decay rate have been considered by Lin and Feinberg [17], Kelsey [18,19], Feneuille and Kö nig [20], and Johnson and Lin [21]. Radiative, recoil, and retardation effects were found to be unimportant, but higher-order relativistic corrections are important for high-Z ions. Lin [22] calculated the order (αZ)2 relativistic corrections with the result that the lowest-order calculations of the transition rates should be multiplied by the factor...
1 + 1.07(αZ)^2.

Sucher [9] derived an explicit formula for the M1 decay rate expected to be accurate to better than 2% in the range 15 ≤ Z ≤ 40,

\[
A_{2^3S_1}^{2^1P_1} = \frac{2}{3} \frac{α(αZ)^{10}}{972} [1 - 4.10/Z + 6.7/Z^2 + 1.07(αZ)^2]
\]

This formula illustrates the Z^10 dependence for this forbidden M1 transition rate.

The order (αZ)^2 relativistic corrections have only recently been observed [23] as experiments have become more precise and improvements in accelerator technology have enabled experiments to be extended to higher Z. The most recent experiments at higher Z [24,25] show a deviation from Eq. (2), which might indicate a need for calculations to higher order than (αZ)^2. From an experimental point of view, this possibility can be addressed by determining the Z dependence of any discrepancy between theory and experiment. The goal of the present work was to obtain a more precise value for the 2^3S_1 lifetime at Z = 36. The most precise result in this region [26] is our earlier measurement is heliumlike Br (Z = 35), which had an experimental uncertainty of about 3%.

The recent addition of an electron-cyclotron-resonance (ECR) source and low-energy linear accelerator to the ATLAS facility at Argonne National Laboratory allowed us to obtain intense krypton beams that provided an opportunity for an improved measurement at Z = 36. An important component of our Br run was the use of an isotope with nuclear spin that coupled the long-lived 2^3P_0 state to the short-lived 2^3S_1 state [27] resulting in a quenching of this level so that it decayed very near the foil. This greatly simplified the decay curve obtained in that experiment since quenching of the 2^3P_0 level left the 2^3S_1 state as the only long-lived component decaying by single-photon emission. In order to achieve a similar situation for Kr, we used Kr gas enriched in the isotope 83Kr and prepared a beam of ions of this isotope. The low-lying energy levels of heliumlike Kr are shown in Fig. 1. In 84Kr, the 2^3P_0 level feeds the 2^3S_1 level, and because it has a longer lifetime, it complicates the decay scheme. In 83Kr on the other hand, the 2^3P_0 state decays primarily to the ground state which significantly reduces the feeding of the 2^3S_1 state. Also, the quenched lifetime of the 2^3P_0 state is short enough so that only a small fraction of ions formed in this state contribute to the x-ray signal at the closest foil position used for lifetime data.

II. EXPERIMENT

The krypton ions used in this measurement were extracted from an ECR ion source that was fed with Kr gas enriched in the isotope 83Kr (73 at. %). The beam from the source was mass selected and accelerated in ATLAS to a final energy of 639 MeV. The ions then passed through a 200 μg/cm² carbon foil where about 12% emerged in the 34+ charge state. These were magnetically selected and directed to our target chamber. The beam velocity was measured to 0.1% using a resonant time-of-flight energy measurement system [28] located between the exit to ATLAS and the 200 μg/cm² stripper foil. The energy loss in the stripper foil was determined using a fast Faraday cup located next to the target chamber. By comparing the time of arrival of ions relative to the beam reference, with and without the 200 μg/cm² stripper foil in place, the energy loss was determined to an accuracy of a few percent. The final correction to the beam velocity measurement was for energy loss in the target foils. This was determined using standard tables for energy loss of ions traversing solids [29].

The apparatus in the target chamber was similar to that used in earlier measurements of forbidden transitions in nickel [30–32] and bromine [26] ions. In the target chamber, the ions passed through a thin carbon foil that was translated along the beam axis. Measurements were made using a number of carbon foils with thicknesses in the range of 20–70 μg/cm². Two Si(Li) x-ray detectors located downstream of the foil detected x rays emitted at right angles to the beam. In order to measure the lifetime, the intensity of x rays was measured as a function of the distance from the foil to the region being viewed by the detector. A third, lower resolution, x-ray detector attached to the target stage measured the x-ray intensity at a fixed distance from the foil and provided a normalization. The foil holder was attached to a translation stage whose position was measured by a linear encoder to a precision of 2 μm. One of the detectors was collimated to observe photons in a region 5 mm along the beam, while the other detector was less highly collimated and was used to look for two-photon coincidences.

At each foil position, data were taken for a fixed charge collected at the Faraday cup. Each of the three runs that provided precision lifetime data consisted of three scans over 18 different foil positions. A normalization-
tion to photons emitted by the beam was obtained from the lower-resolution x-ray detector attached to the foil translation stage. This detector observed a region 10 mm along the beam and provided a check on possible changes in the foil during a measurement. An analysis of the normalization data for each of the three runs showed little change in the normalization count as a function of foil position. This indicates that any changes in foil conditions over the course of a run were adequately averaged by taking multiple scans over the foil positions.

III. RESULTS

Figure 2 is a spectrum from the well-collimated Si(Li) detector width the foil located close to the detector field of view. The intense line near 13 keV is dominated by decays of the n = 2 levels in heliumlike Kr. The linewidth has contributions from the intrinsic resolution of the detector (200 eV) and the Doppler width due to the finite angular acceptance of the detector. The resolution is not sufficient to resolve the n = 2 sublevels of heliumlike Kr, (see Fig. 1). The broad continuum in the spectrum between 5 keV and 12 keV comes from two-photon decays of the 2^3S_0 level. The blended peaks below 5 keV are transitions into n = 2 from the n = 3, 4, 5, ... levels in two-, three-, and four-electron ions. At each foil position, the M1 peak at 13 keV was fitted to a single Gaussian and a linear background to determine the intensity of the line. The intensity as a function of foil position for a typical run is shown in Fig. 3. Several functions were used to fit the decay curves obtained. For each of the three runs, reasonable results were obtained using a fit to a single exponential plus a constant background, but a much better result was obtained from a fit to an exponential plus a power-law term. This function gave excellent fits to all decay curves, and the results for the various data sets gave consistent results for the lifetime. This fitting procedure was justified based on consideration of cascading from higher excited states as discussed below.

A major difficulty in this experiment concerned possible contributions to the line near 13 keV from sources other than 2^3S_1 states created at the foil. Since the various n = 2 sublevels of 85Kr^{34+} are not resolved by our Si(Li) detectors, any of these levels could contribute to the peak that we fit to obtain the lifetime. However, at the closest foil position where lifetime data were taken, the 2^3S_1 state is the only n = 2 state that survives with appreciable probability. The next longest lifetime is that of the 2^1S_0 state which has decayed to less than 0.5% of its initial value before reaching the region being viewed by the detectors. Also, this state does not contribute to the single-photon line since it decays by two-photon emission giving rise to the continuum radiation seen in Fig. 2. As mentioned above, the possible complication from the 2^3P_0 level was eliminated by using the isotope 85Kr, which has a nuclear spin of 9/2. The hyperfine interaction mixes the 2^3P_0 level with the short-lived 2^1P_1 and 2^1P_1 levels. The resulting perturbed 2^3P_0 level has a lifetime of 24 ps [31], so less than 0.05% of the ions formed in this state survive to the field of view of the detectors.

Other contributions to the 13 keV line can arise from cascades through the 2p states or from M1 decays fed by cascades into 2^3S_1 from higher excited states. The yrast cascades through the 2p states give rise to unresolved blends that contribute the largest systematic error to our measurement. An attempt was made to measure the yrast cascades directly by detecting coincidences between the 3d → 2p transition and the subsequent 2p → 1s transition. Such coincidences had been observed in our earlier work aimed at studying forbidden transitions in hydrogenlike and heliumlike nickel [30,32]. In the present work we were not able to observe these coincidences because the accidental coincidence rate was too high. The high accidental coincidence rate was caused in part by intense lithiumlike lines that could not be resolved from the heliumlike 3d → 2p line. After determining that we could not observe the yrast coincidences, we placed 0.007-inch-thick mylar filters on the detectors in order to reduce their rates. Our method for handling the problem of yrast cascades
in this experiment is based on the fact that their dependence on the foil position is known to fit well to a power law. For example, in our nickel work, an excellent fit to the yrast cascade coincidences was obtained using a power-law function [32]. The power-law form for long-lived yrast cascades was first discussed by Richard [33] and has been established both experimentally [34,35,23] and theoretically [36]. This suggested the fitting function consisting of an exponential plus a power-law term which was used for our final fits to the data.

To estimate the effect of cascades into $2^3S_1$ from higher excited states, we measure the transitions $np \rightarrow 1s$ which appear in the Si(Li) spectrum above the 13-keV line. The intensities of these lines can be approximately related to the $np \rightarrow 2s\ 2^3S_1$ intensities by considering branching ratios for decay to 1s and accounting for singlet-triplet mixing. We assume a statistical distribution over the $np$ sublevels for $n > 2$. Using the derived $np \rightarrow 2s\ 2^3S_1$ intensities at each foil position, the rate of repopulation of the $2^3S_1$ level as a function of distance downstream of the foil can be estimated [32].

In practice, this procedure was difficult to carry out in the present experiment because of the appearance of peaks in the spectrum above 14 keV arising from the elastic scattering of x rays. The scattering problem is illustrated in Fig. 4, which shows plots of Si(Li) detector spectra from detector 1 at six different foil positions. The foil-to-detector distance increases from the bottom to the top of the figure. Consider the peak on the shoulder of the 13-keV line in the bottom spectrum. As the foil moves farther from the detector, this peak moves toward higher energy. A plot of the energy of the peak as a function of foil position is given in Fig. 5. The schematic diagram in the lower left of the figure suggests an explanation for the origin of the peak. The peak appeared after the mylar filters were placed on the detectors to reduce the intensities of low-energy x rays. Although detector 1 was collimated so that it could not see the flux of x rays coming from the point of interaction of the beam and the foil, these x rays could be scattered by the mylar filter into the detector crystal. Even though the probability of elastic (coherent) scattering of 13-keV photons on mylar is low (about 0.4% [37]), enough photons are produced to form a significant peak in the spectrum. The Doppler shift due to the angle from the beam velocity vector to the detector increases as the foil is moved upstream, shifting the line to higher energy. This Doppler shift is fortunate since the elastic scattered peak is well separated from the M1 line. The solid line in Fig. 5 is a fit to the data using the Doppler formula. A good fit is obtained confirming that elastic scattering is the origin of the shifting peaks seen in Fig. 4. Another scattering peak is seen at about 16 keV in the lower spectrum which comes from scattering of x rays from $n = 3 \rightarrow n = 1$ transitions. In this case, the scattered line is more intense than the $n = 3 \rightarrow n = 1$ line coming directly from the beam. This observation also fits the scattering model since the intensities of the $n = 3 \rightarrow n = 1$ transitions drop more rapidly than the intensity of the M1 transition as the ions move downstream of the foil. The scattered peaks show a shifted and attenuated version of the spectrum of x rays coming directly from the foil.

Although the scattering peaks are a complication in the determination of the $np \rightarrow 2s$ cascades, a good fit to the region above 14 keV can be performed, and the small correction for these cascades can be determined. As shown in Table I, the $np \rightarrow 2s$ cascades do not contribute significantly to the final error in the measurement.

The results for three separate measurements of the $2^3S_1$ lifetime are listed in Table I together with the most important errors and uncertainties. Each measurement consisted of three separate scans of the decay curve. At each foil position data were accumulated for a fixed

---

**FIG. 5.** Energy shift of the elastic scattering peak as a function of the angle between the target foil and the mylar filter. The solid line is a fit of the shift to the Doppler formula.
amount of charge collected on a Faraday cup located downstream of the target chamber. The three results agree within errors and in particular there is no significant difference between the results from the 21-μg/cm² foils and the 78-μg/cm² foil. We simply combined the results from the three runs to obtain our final results. The dominant error is the uncertainty in the treatment of the yrast cascades. We also considered possible contributions from Li-like doubly excited states or other multiply excited states but found these effects to be negligible at our present level of precision. X rays from doubly excited states in lithium-like calcium have been studied at ATLAS in experiments utilizing a high-resolution crystal spectrometer [38].

<table>
<thead>
<tr>
<th>TABLE I. Corrections and uncertainties.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Result</strong></td>
</tr>
<tr>
<td>Run 1 fit (21 μg/cm² C foil)</td>
</tr>
<tr>
<td>Run 2 fit (21 μg/cm² C foil)</td>
</tr>
<tr>
<td>Run 3 fit (78 μg/cm² C foil)</td>
</tr>
<tr>
<td>Combined</td>
</tr>
<tr>
<td>Uncertainty in power-law fit (yrast cascades)</td>
</tr>
<tr>
<td>Cascades* into 2 3S1</td>
</tr>
<tr>
<td>H-like 2 3S1/2 M1 contribution</td>
</tr>
<tr>
<td>Velocity measurement error</td>
</tr>
<tr>
<td>Time dilution*</td>
</tr>
<tr>
<td>Final result</td>
</tr>
</tbody>
</table>

*Corrections and uncertainties in parenthesis were included in the fit result.

<table>
<thead>
<tr>
<th>TABLE II. Theoretical and experimental results for the lifetime of the 2 3S1 level in heliumlike ions.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Z</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>22</td>
</tr>
<tr>
<td>23</td>
</tr>
<tr>
<td>26</td>
</tr>
<tr>
<td>35</td>
</tr>
<tr>
<td>36</td>
</tr>
<tr>
<td>83</td>
</tr>
<tr>
<td>41</td>
</tr>
<tr>
<td>47</td>
</tr>
<tr>
<td>109</td>
</tr>
<tr>
<td>54</td>
</tr>
</tbody>
</table>

*aBased on the results of Ref. [12] using the energies given in [39] and corrected for nuclear motion [41,40].
*bReference [9] corrected for nuclear motion [41,40].
*cReference [21] Z=36 from Refs. [43,44].
*dReferences [45,46]. This uncertainty is 2σ.
*eReference [47].
*fReference [48].
*gReference [49].
*hReference [50].
*iReference [51].
*jReference [52].
*kReference [53].
*lReference [54].
*mReference [55].
*nReference [26].
;oReference [53].
pThis work.
$qReference [24].
rReference [25].
sReference [23], this paper reports a multiconfiguration Dirac-Fock Coulomb self-consistent value by Indelicato of 2.616 ps.
IV. CONCLUSION

Table II lists all of the experimental results obtained so far together with the results of three theoretical calculations. The column marked “Drake” is based on the formulas from Ref. [12] and energies from Ref. [39]. We also applied the relativistic correction obtained by D. L. Lin [see Eq. (1)]. The column marked “Sucher” is based on his explicit formula [9] [see Eq. (2)], except the result for \( n = 2 \), which is from Ref. [11]. We applied a correction to both the Drake and Sucher results to account for the motion of the nucleus in the center of mass of the ions. This correction was discussed by Bacher [40] and by Fried and Martin [41]. Nuclear motion gives rise to a correction to the effective charge of the electron. Following Drake [42], we define the effective radiative charge of the electron as

\[
q_{\text{er}} = -Z_{\text{r}}e
\]

(3)

with

\[
Z_{\text{r}} = \frac{(Z-n)m}{M + nm} + 1.
\]

(4)

Here, \( n \) is the number of electrons in the ion, \( m \) is the electron mass, and \( M \) is the nuclear mass. The correction for nuclear motion then involves multiplying the \( M1 \) transition probabilities by \((Z_{\text{r}})^2\). Finally, the last column in Table II gives the result of a Dirac-Hartree-Fock calculation by Johnson and Lin [21].

All of the theoretical results in Table II are in substantial agreement, so in Fig. 6 we compare the most precise experimental results with Drake’s calculation corrected for relativistic effects and nuclear motion. This is a plot of the difference between theory and experiment expressed as a percentage of the theoretical result. The dotted line gives the change in the theoretical result obtained by leaving out the order \((\alpha Z)^2\) relativistic correction. The six results above \( Z = 30 \) provide good confirmation of this correction. There is generally good agreement between the experimental results and the calculations of Drake and of Sucher except for the most precise experimental result in niobium (\( Z = 41 \)). The niobium result suggests a need for inclusion of relativistic corrections beyond \((\alpha Z)^2\). Support for this conclusion comes from the fact that our result at \( Z = 36 \) and the four results at higher \( Z \) all give longer lifetimes than theory. Indelicato [23] has performed multiconfigurational Dirac-Fock calculations for \( Z = 47 \) and 54, which agree with experiment.
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