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ABSTRACT

High quality crystals of CuBil; have recently been grown and implemented in optoelectronic devices including solar cells. To clarify the atomic structure of CuBil4
crystals, we explore the unit cells of these crystals which have site disorder leading to over 10'® possible atomic configurations. We employ density-functional-fitted
cluster-energy expansion calculations to determine low energy, physically relevant atomic configurations. We also calculate the fundamental properties of the bulk
material using these newly discovered configurations. Our results for mechanical and electronic properties are compared with previous work. Configurational en-
tropy is important for CuBils stabilization. The models constructed here will be useful to investigate the atomic level structure-property relations in CuBil; —

including the role of point defects.

1. Introduction

Ternary metal halide semiconductors are a new promising class of
materials under development for various applications including flexible
electronics, optoelectronics, and radiation/chemical detectors [1-6].
While silver iodo-bismuthates (AgBiylx,3, ) have been examined
extensively over the past decade [6-10], copper iodo-bismuthates have
more recently been attracting interest, mainly for opto-electronics but
also for thermo-electrics [11]. In particular, CuBil, shows promise as a
UV absorber for indoor photovoltaics, an application area of growing
interest due to the rising Internet of Things [12,13].

Recent experimental investigations have focused on the opto-
electronic properties of CuBil, for photovoltaic applications. Several
independent research groups have been able to grow thin films using a
variety of methods. From the analysis of photoluminescence measure-
ments the experimental band gap of CuBil, is ~ 1.8 eV (1.79eV [11],
1.8eV[14],1.81 eV [15], and 1.84 eV [16]). Several thin film solar cells
were constructed and photo-conversion efficiencies were found to be ~
1% (0.83% [17],1.10 % [14], and 1.12 % [15]), while the maximum
possible efficiencies are predicted to be close to 20 % with carrier life-
times of milli-seconds [16]. For CuBil, materials to reach their full
application potential, it is desirable to develop an understanding of the
relationships between atomic structure and the opto-electronic and
other properties.

Unfortunately, the atomic placement of atoms in the CuBil4 crystal-
line unit cell has not been established. Recently, new potentially viable
CuBil, unit cells with 12 atoms have been proposed and these crystals
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have tri- and/or mono-clinic symmetry [18]. In contrast, recent exper-
imental samples of CuBil; have cubic Fd3m symmetry [11,14-16] with
48 atom unit cells, as established by the early X-ray diffraction results
published in 1991 [19]. None of the previously proposed CuBil, unit cell
models are consistent with the experimentally determined structure.
Experimentally, CuBil4 has mixed covalent-ionic bonding with stacked
layers of Bilg octahedra and Cul, tetrahedra. Interestingly, Fourcroy
et al. [19] found that CuBil, is a site-disordered crystal, meaning that the
unit cell has definite lattice sites as in a traditional crystal but, unlike a
traditional crystal, the sites are not occupied by one specific atom but
instead some sites are occupied by one of two possibilities. The CuBil,
crystal has three sublattices: one sub-lattice has sites that are evenly
shared between Bi and vacancies and another sub-lattice has sites that
are shared between Cu and vacancies. The third sub-lattice has only
iodine atoms. Because of the site-occupancy disorder, the total number
of possible atomic configurations for any one unit cell is more than 10'3
[20]. Identifying the experimentally important configurations is an
important achievement of this study which employs a new method for
examining site-occupancy disorder.

Several theoretical methods have been developed to construct
models of site disordered crystals. The virtual crystal approximation is
inapplicable in the case of CuBil, because of the significantly differing
electronic configurations between sites occupied with copper or bismuth
versus vacancies [21]. The special quasi-random structure (SQS) tech-
nique has been successfully applied to many site disordered crystals
[22]. However, when applying the SQS method to AgBil; cells, the
crystals generated were metallic [20,23], in contradiction to
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experiment. Recent studies found dramatic variations of unit cell energy
for AgBil4 depending on the occupation choices and only low energy
cells had reasonable band gaps [20]. For the present investigation, we
employ the new spherical cluster method, which has recently been
employed to elucidate the atomic structure and properties of several
silver iodo-bismuthates, including AgBil4, Ag,Bils and AgsBilg [20].

Our main result is the determination of energy-structure relation-
ships in CuBil, crystal site disordered configurations (Figs. 1, 4 and 5).
We find the lowest energy unit cell configuration has bismuth bonding
topologies that minimize Bi — Bi interactions (Fig. 6). Accurate band gap
calculations show the low energy CuBil, cells found have gaps close to
the experimental range. Other properties examined include the lattice
parameter, density, and the bulk moduli. Importantly, we calculate the
Helmholtz free energy and show that configurational entropy leads to
the stabilization of the site disordered CuBil, crystals. The atomic unit
cell models found here will be useful in many CuBil4 studies, including
point defect engineering for improved photovoltaic applications.

2. Models and methods
a) unit cell models

The CuBil, crystal primitive cell model considered, shown in Fig. 1, is
a site disordered crystal with a cubic space group of Fd3m and site oc-
cupancy probabilities set to mimic experimentally observed CuBil,
crystals. Model images were generated with the VESTA computational
package [24]. The model in Fig. 1 is based on CuBil4 crystals with three
sub-lattices as determined from early X-ray diffraction experiments
[19]. One sub-lattice has 32 fixed iodine atoms as indicated by the small
purple balls in Fig. 1. Another sub-lattice has 16 sites represented by
large pink-white spheres in Fig. 1; these 16 sites are shared between
bismuth and vacancies with equal probabilities. The third sub-lattice
involves 64 sites shared between copper and vacancies with copper
occupying the sites with 1/8 or 12.5 % probability resulting in 8 copper
atoms in the unit cell. Due to site disorder, there are over 10'3 possible
unit cell configurations to consider. The copper site occupation proba-
bilities found by Fourcroy [19] are slightly more complicated than

Figure 1. Atomic model of the site disordered crystal of I;. The small purple
spheres represent iodine atoms. For the larger spheres, pink represents bismuth
and white represents a vacancy occupation of the site. For the small white-blue
spheres are shared between copper and vacancies.
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considered here which would require a larger modeling effort including
~ 1010 possible atomic combinations, which is beyond the scope of our
present computational abilities.

b) electronic structure methods

The Vienna Ab Initio Simulation Package (VASP [43], [44] version
6.4.1) is used for all density functional theory (DFT) calculations [25,
26]. We employ standard PAW potentials to represent the
core-electrons. [45], [46] Specifically, the valence electrons included
are (4s' 3 d1°) for copper, (6s 6p>) for bismuth and (552 5p°) for iodine.
For the plane-wave basis function expansion, the cutoff energy of E. =
250 eV is used for the total energy calculations used to fit the cluster
energy model, while E. = 400 eV is used for the final results reported
below. For energy calculations, we treat exchange-correlation effects
with the PBEsol functional [27,28]. For final reported results, atoms and
lattice vectors are allowed to relax until a force tolerance of 0.02 eV/A is
reached. For Cul and Bil; crystal energy calculations, we use converged
k-point grids for integrations over the Brillouin zone, while for CuBil4
models, we find a single I" point calculation is sufficient. Tests indicate
our final relative energies are numerically converged to less than
0.001 eV per formula unit. See supplemental section for details on test
calculations. Starting from the equilibrium structures at the PBEsol
level, we further relax the atomic positions using a method combining
the HSE hybrid functional [29,30] and spin-orbit (SO) coupling [31] to
determine accurate band gap values. Previously, it has been found that
both HSE and SO terms are required for accurate band gaps, due to the
large iodine and bismuth atoms [10]. The DFT methods employed here
have been validated for electronic and structural properties of similarly
complex materials such as AgBiyl,3, [10,20], KSrBi [32] and
BaszRh06 [33].

c) spherical cluster/simulated annealing-cooling methods

As mentioned in the Introduction, the number of possible atomic
arrangements in our site disordered CuBil, unit cell is more than 103,
which prevents finding the low energy cells from DFT calculations alone.
Instead, we employ the spherical cluster expansion method developed
recently by some of the present authors [20]. See Ref. [20] for a longer
discussion of the spherical cluster expansion method including a com-
parison with other competing methods. In the spherical cluster expan-
sion method, each atomic site is assigned an energy based on the
location and occupations of other nearby sites. Both atoms and va-
cancies are considered explicitly. Fitting the cluster model requires
calculating the static energy of hundreds of unit cells using DFT, as
described above. Once the cluster model is constructed, then we employ
an annealing-cooling simulation to search for low energy CuBil; unit
cells. Simulated annealing in our approach [20] involves starting with a
random configuration and then swapping two nearby sites. A swap is
always accepted if it lowers the system energy; otherwise, the swap is

accepted at a probability rate (P) set by a Boltzmann factor: P =

T

exp(—ﬂ) where AE is the change in energy of the system after the

swapping of two site occupations and 7 is the simulation temperature set
in units of energy. The simulation starts at a high simulation tempera-
ture such that most swaps are accepted, which simulates system
annealing. Then, gradually we lower the temperature to simulate cool-
ing and allow the system to converge on the global minimum energy
configurations.

3. Simulation results

In this section we describe the combinatorics, fitting the cluster
model, and running the annealing-cooling simulation. In Section IV, we
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determine the physical and electronic properties for several CuBil4 unit
cell configurations.

a) combinatorics and symmetry

For site-disordered crystals with two possible site occupations, the
number of possible combinations can be calculated with the function
N= Wlk)' where n is the total number of sites and k is the number of
sites occupied by one species. For the bismuth-vacancy sub-lattice in
Fig. 1, there are 16 sites and 8 bismuth atoms occupy half the sites so
N= 81!—%!! = 12,870 possibilities. For the copper-vacancy sublattice, we

. _ 64l
find N = g ~
combinations is = 5.7x10'%. Using the “disorder” simulation package
[34], one can generate the symmetry irreducible site occupancy con-
figurations. We find the sub-lattice with 12,870 possibilities reduces to
97 inequivalent configurations. For each of the unique 97 cases, both the
iodine and the bismuth atoms are fixed in their initial sub-lattice sites;
only the 8 copper atoms need to be placed among the possible 64 sites.

4.426x10° possibilities. Therefore, the total number of

b) fitting cluster energy model

As noted in Section II, the cluster energy expansion method requires
using DFT calculations to determine the energy of each site within the
site disordered crystal. For our CuBil; crystals, a second nearest
neighbor setting with a central site and 12 neighboring sites per cluster

can be found by using a spherical cutoff distance of 3.1 A. Tests found
that a first nearest neighbor model is not sufficiently accurate to find the
lowest energy configurations. We find 123 unique clusters are sufficient
to describe all possible CuBil, second neighbor configurations. The site
cluster energies are found by fitting to explicit DFT total energy calcu-
lations. We use three cells per cluster in our fitting so 369 cells are used.
The spherical cluster fitting method is designed to select fitting cells that
result in a linearly independent system, so that site cluster energies are
well-defined [20]. In order to manage submitting the 369 VASP jobs on a
Unix batch system, we use a program called VBHTC [35], which peri-
odically checks to see if any submitted jobs have been completed and
automatically submits jobs whenever possible.

For site disordered crystal energies, the present cluster energy (C. E.)
model has been shown to perform better than modern machine learning
methods that use kernel ridge and decision tree regressions [20]. In
addition to the 369 cells that were used to fit the spherical cluster model,
we also calculated a test set including 256 models. The results for the
predicted energies of the test set agree well with the DFT calculations, as
shown in Fig. 2. The blue line shown in Fig. 2 represents perfect
agreement. The C. E. model does well at predicting energies for most
supercells with a mean absolute error of only 1.2 meV/atom. The C. E.
model does particularly well for the very lowest energy cells in the test
set, which encourages confidence that our method is accurate enough to
find a global minimum out of billions of possibilities.

Section II(c) describes the simulated annealing-cooling approach
applied in this study. Fig. 3 shows the energy versus time step for a
simulated annealing-cooling of one fixed Bi arrangement but varying the
copper site occupations. The spherical cluster energy (C.E.) method’s
predicted energy per atom is on the vertical axis and simulation step
from zero to 10 million is on the horizontal axis. For clarity, not all data
points are included in the plot. The black data points are the simulation
C. E. energy results, and the red line shows the variation of temperature
with simulation step. The blue line shows the energy of the optimal or
lowest energy configuration at a given step. As steps increase, the
simulation temperature decreases, and the simulation converges to find
the globally lowest energy configuration. In the example shown, the
simulation finds the minimum energy configuration after less than 2
million steps. We ran the simulation 10 times for each of the 97 sym-
metrically distinct cases. For all 10 simulation runs, the simulation
converges to find the same global minimum energy configuration.
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Fig. 2. The average energy per site is reported for test data set using the pre-
dicted values from the cluster energy (C. E.) method and the calculated ab inito
energies (DFT). The mean absolute error is 1.2 meV/atom. The blue perfect fit
line is y = x.
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Fig. 3. The average energy per site for cells as a function of simulation step.
The energies are from the cluster method and the simulation temperature has
units of eV.

The energy for each of the 97 unit cells with unique Bi arrangements
are shown in Fig. 4. These energies are found from annealing-cooling
simulations as shown in Fig. 3 along with a final DFT energy minimi-
zation calculation at fixed volume. Most unit cells are between ~ 5 and
~ 20 meV/atom higher than the lowest energy unit cell. Only one unit
cell is within 1 meV of the lowest energy unit cell. The first and second
lowest energy unit cells are labelled Model Bil and Bi2, respectively, and
these models are subjected to more detailed consideration below.

The atomic arrangements of the two lowest energy cells (See Fig. 4)
are shown in Fig. 5. The lowest energy Bil model includes linear chains
for Culy tetrahedra with neighboring tetrahedra sharing two iodine
atoms. For all Cu atoms, there are two Cul bonds with lengths 2.58 A
and two bonds with lengths 2.71 A. The second lowest energy Bi2 model
includes two clusters of Cul tetrahedra, where the Cul bonds have var-

iable lengths from 2.50 A and 2.65 A. For the Bil model, the Bil bonds
have lengths of 3.07 A in four cases and 3.12 A in two cases. The Bil
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Fig. 4. The average energy per site for the minimum energy cells displayed
from lowest to highest energy for each of the 97 symmetrically unique Bi
configurations. The energies are from the cluster method and are in units of
eV/site.
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bonds for the Bi2 models have variable lengths from 3.01 A and 3.25 A.
In all cases the I, Bi,I bond angle is ~ 90 degrees.

The ordering of bismuth in these models shows interesting patterns.
Fig. 6 was generated by removing the Cu and I atoms from Fig. 5 and
adding bond connections between the Bi atoms that are within 4.4 A.
Finally, periodic image Bi atoms are added to better show the topology
of the Bi chains. The lowest energy Bil model has two zig-zag chains of
bismuth [Bils octahedra] oriented along one axis (see Fig. 6 left). The
bismuth atoms are expected to only weakly interact with each other
since they are ~ 4.3 A apart and are bound to the closer iodine atoms.
The topological arrangements of Bi atoms found here are also found in
AgBil, cells [10]. As discussed previously [10], the Bi arrangements
shown in Figs. 5 and 6 allow the Bi atoms to distribute more evenly
throughout the unit cell thereby minimizing the number of nearby Bi-Bi
pairs. Because of the ionic nature of Bi atoms in CuBily, fewer Bi-Bi in-
teractions facilitates lower energy unit cells. Higher energy cells
involving more Bi-Bi interactions also results in significantly lower band
gaps indicating a reduction in the overall covalency in these
configurations.

4. Analysis

We consider two models for further analysis whereby we fully relax
the atoms and volumes using the methods discussed in Section II(b). The
two models (Bil and Bi2) are from our C.E. simulated annealing-cooling
results discussed above.

In Table 1, we present our calculations for the lattice constant (a),
mass density (p), and band gap (E;) for the CuBil unit cell models

Fig. 6. The ball-and-stick image of only the Bi atoms in the lowest (left) and second lowest (right) energy CuBil4 cells found as reported in Figs. 4 and 5.
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Table 1

The present results are compared with the experimental values of the lattice
constant (a), the density (p), and the direct band gap ( E; ). The Also included
are the theoretical values for the bulk modulus (B) and the change in free energy
( AF ). See text for a description of thermodynamic average results reported in
the last row.

a(A)  plg/m’) B(GP) AF(eV)  EgleV)
Experimental 12.13 5.82 - - 1.79 [11] —
[19] 1.84 [16]
Model Bil 12.20 5.72 10.4 +0.09 1.84
Model Bi2 12.17 5.76 14.4 +0.16 1.80
Ave (T = 12.185 5.74 12.4 - 0.07 1.82
600K)

discovered in this study along with experimental values. The lattice
constant and bulk modulus is found by fitting the energy versus volume
to a fourth order polynomial using five data points with + 6 % of the
minimum-energy volume. In addition, we calculate the change in the
Helmbholtz free energy per formula unit (AF) by comparing CuBily to its
precursor components Cul and I5 :

AF = E(CuBily) — E(Cul) — E(Bil3) — SconT. Here we ignore vibra-
tional entropic effects which are expected to be small because the
bonding environments in CuBil, are similar to those in Bil; and Cul. For
instance, in CuBil, there are four Cu-I bonds with lengths ~ 1.6 Aasis
found in Cul. The vibrational entropic contributions mainly cancel, as
has been found in a recent analysis of high entropy MoNbTaW [36], with
the overall effect on AF estimated to be less than 0.01 eV per formula
unit. A positive value of AF means the CuBil, phase separates into the
two binary alloys. While a complete analysis of the Cu— Bi— I phase
diagram is beyond the scope of the present study, we do determine the
configurational entropy (Swnf) for CuBil, using standard methods [37].
Considering the degeneracy of the Bil and Bi2 models, we calculate the
thermodynamic average properties for CuBily and report these in
Table 1.

The CuBil, models have lattice constants 12.20 A (Model Bi1) and
12.17 A (Model Bi2). Both values are slightly larger than experiment.
This is reasonable since the PBEsol method used to calculate the lattice
constants tends to overestimate lattice constants and underestimate
density. Models Bil and Bi2 have similar densities close to experiment
which is expected given the good lattice constant values. The bulk
moduli found here are ~ 10 GPa, close to a value calculated previously
in Ref. [11]; these moduli are much softer than typical photovoltaic
materials (e.g. Si and CdTe), by a factor of 10 or more, but are only
slightly larger than the established value for Bils.

Photoluminescence experiments indicate CuBil, is a direct gap
semiconductor, which is because the configurational site disorder breaks
long range symmetries. Therefore, we only report the direct band gap at
I' for the Bil and Bi2 models in Table 1, along with the CuBil, direct
band gap found from photo-luminescence experiments. The calculated
band gap of our models (Bil and Bi2) are within the experimental range.
Not shown in Table 1 are the band gap results at the PBE and HSE levels
which are ~ 1.5 eV and ~ 2.6 eV, respectively. This confirms previous
work [10] that shows the importance of including hybrid functionals
and spin-orbit coupling in the calculation of band gaps for heavy metal
halide semiconductors.

The cubic phase CuBil; models found here have a positive AF when
ignoring configurational site disorder. However, because of site-disorder
in CuBil, crystals, entropy may stabilize the cubic phase. Using standard
thermodynamic averaging [37], we calculate the average properties for
CuBil, using our Bil and Bi2 models assuming such a two state system
can represent the whole CuBil4 crystal. Because these models are the
lowest in energy, they will be most important in determining the overall
crystal properties. Most CuBil4 crystals are grown using solution-based
methods [6] at T =~ 600K, which is the temperature we use to calcu-
late thermodynamic average properties. The entropic term is confined to
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configurational entropy. The number of equivalent configurations (i.e.
the degeneracy) for the Bil and Bi2 models is 12 and 48, respectively. At
T = 600K, we find the Bil and Bi2 models coincidentally have almost
equal contributions (49 % and 51 %, respectively) to the thermodynamic
average, so the mechanical and electronic properties are simply the
average of the Bil and Bi2 results. Using the Helmholtz free energy
expression above, we determine that AF = —0.07 eV for the CuBily
system including entropy of mixing the Bil and Bi2 models. This
negative AF result indicates that CuBil4 is thermodynamically stable due
to entropic effects.

The AF value depends critically upon the energy of the CuBil4 model
considered. As noted in the Sect. II(a), the models considered here are
limited to 8 CuBil4 formula units per cell. Employing larger supercell
models, would allow for more strain relief and for the copper occupancy
to be closer to the experimental values. To estimate the strain relief term,
we construct a 2 x 2 x 2 supercell of the Bil model and relax its co-
ordinates. We find that strain relief lowers the Bil supercell energy by
0.006 eV per formula unit. As illustrated in Fig. 3, the energy of CuBily is
sensitive to the occupation sites of the copper atoms. The energy
reduction from the more accurate copper occupations in a larger CuBil4
model can be estimated from the energy variations found in Fig. 3.
Specifically, the energy difference between the lowest Bil energy model
and the next lowest energy copper occupancy model is 2 meV per atom
or 0.012 eV per formula unit. Adding these two effects, we estimate the
smaller models used in this study result in AF values ~ 0.02 eV per
formula unit too high.

To investigate the relationship between electronic structure and
atomic structure, we examine the chemical nature of the band edge
states for the Bil and Bi2 models, as shown in Fig. 7 and in supplemental
section. Fig. 7 shows the density of states as a function of state energy
with the Fermi energy at 0.0 eV. The Bil model includes two sets of
linear chains each with four Cul tetrahedra while the Bi2 model includes
two isolated clusters of four Cul tetrahedra. See supplemental section for
iso-surface plots for the band edge states. In both Bil and Bi2 models, the
valence band edge states involve non-bonded iodine p-orbitals whereas
the conduction band edge states are mainly localized on the bismuth and
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Fig. 7. The atomic projected density of band edge electronic states for the Bil
and Bi2 models.
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iodine atoms. Despite the differing arrangement of bismuth and copper
atoms, the band edge states in the Bil and Bi2 models are very similar in
character.

5. Discussion and conclusions

Density functional energy calculations are fitted to a spherical
cluster-expansion empirical model which is used in an annealing-cooling
simulation to search = 10'® atomic configurations for physically rele-
vant atomic configurations for CuBil; unit cells. We also identify Bi
chains that correlate with low energy configurations. The lattice con-
stant and band gap of the newly discovered lowest energy unit cells
compare favorably to the respective experimental results. We also find
spin-orbit coupling is critical for accurate band gap results for CuBil4 and
should be used in similar heavy metal halide systems. Finally, we predict
that CuBil4 has a bulk modulus closer to Bil; similar to previous calcu-
lations.

Entropy stabilized crystals are an important class of materials with
interesting and unique properties. High entropy metal alloys have long
been recognized for having high strength and excellent corrosion
resistance. More recently multi-component entropy stabilized oxides
show significant promise for engineering by cation composition [38].
While cubic CuBil, has been studied for many decades [19], this appears
to be the first recognition that it is an entropy stabilized semiconductor
alloy. The analysis here suggests a large number of ternary metal halides
may also be entropy stabilized with numerous opportunities for growing
quaternary mixes with unique properties, as has been recently investi-
gated [6].

The CuBil, models reported here can be used to develop an atomic
level understanding of devices based on CuBil4 semiconductors. For
instance, with some effort one can calculate effective electron and hole
masses, as has been done recently for AgBil, [10,20]. These effective
masses are needed in simulations of photovoltaic and other devices.
Defect engineering is another area of interest. Atomic calculations have
recently elucidated the role of defects in ternary metal halides including
AgBil, [39] and Rbs3Sbylg [40]. For Rb3Sbyly solar cells, recently
observed current limiting defects [41] have been identified [40] from
atomic calculations. Also, CuBil; heterojunctions employed in photo-
voltaics and other applications can be examined starting from the pre-
sent atomic models. Overall, the present CuBil4 models can be used to
improve our understanding of CuBily in various device applications.

The atomic models identified herein agree with experimental mea-
sures and present a proper starting point for the study of atomic-level
structure-property relations in CuBil, devices. The present approach
and findings provide a platform for future studies of the structural and
electronic properties of CuBil, and related site disordered metal-halide
semiconductors.
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