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A B S T R A C T

Rubidium Antimony Iodide (Rb3Sb2I9) is on the frontier of perovskite-inspired halide semiconductor research, with its lead-free nature and optoelectronic properties 
pointing to its significant potential for various energy harvesting and sensing applications. However, the performance bottlenecks that have emerged from Rb3Sb2I9 
device studies to date highlight the importance of identifying its defect states that act as recombination centers. Here we examine the structure, energetics and 
electronic properties of intrinsic point defects using ab initio density functional methods. Rubidium vacancies and interstitials are found to be common defects, but 
they have very shallow gap states and may not enhance recombination significantly beyond that of bulk effects. In contrast, iodine vacancies are also common but are 
deep defects whose recombination behavior may be important in many circumstances. Our energy calculations for iodine vacancies quantitatively match several 
experiments. Strategies are suggested for ameliorating these defects in order to move Rb3Sb2I9 toward realizing its full potential.

1. Introduction

Ternary metal halides are being developed for energy harvesting, 
opto-electronics and other semiconductor device applications [1]. Lead 
halide perovskites have shown great promise in opto-electronics (e.g. 
photovoltaics) due to many factors including defect tolerance [2]. The 
toxicity of lead, however, has motivated the search for alternative 
lead-free metal halide semiconductors [3,4] including the M3E2X9 class 
of compounds [4–6] where M is a large singly valent cation (e.g. Cs, Rb, 
Tl), E is a large pnictogen [4] (As, Sb,Bi) and X is a halide element (Cl,Br,
I). Recent improvements in the growth of Rb3Sb2I9 thin films [7,8] has 
motivated new interest in this particular M3E2X9 material, which has 
been studied for applications including photovoltaics [7,9–12], 
photo-detectors [13] and radiation detectors [14]. Due to its ≈ 2 eV 
absorption gap, Rb3Sb2I9 may be most suitable as top layer in tandem 
photocells or for indoor photovoltaics, an application area of growing 
interest due to the rising Internet of Things [15–17]. The initial solar 
photovoltaic conversion efficiencies reported are less than 2 % (0.66 % 
[10], 0.76 % [12], 1.35 % [7]) with defect-enhanced recombination 
limiting carrier lifetimes. However, the spectroscopic limited maximum 
efficiency of photovoltaic devices based on the Rb3Sb2I9 absorber are 
greater than 45 % under indoor illumination, while experimentally 
demonstrated external quantum efficiencies are up to 65 % [7], indi
cating Rb3Sb2I9 has significant potential for opto-electronic and energy 
harvesting applications.

Microcrystalline thin films of Rb3Sb2I9 have been grown using a 
variety of methods including low temperature, solution-based processes 
[7,10,12] and a relatively high temperature annealing of powder pre
cursors [18]. Rb3Sb2I9 has a two-dimensional layered structure 
including staggered sheets of corner sharing [SbI6]− 3 ionic octahedra 
mixed with ionic [Rb]+1, as determined by X-ray diffraction (XRD) ex
periments [19]. From optical absorption spectra, the band gap of 
Rb3Sb2I9 has been found to be just larger than 2.0 eV (2.03 eV [12,18], 
2.04 eV [8] and 2.24 eV [10,20]). Shallow excitons are found from 
photo-luminescence and their binding energies are ≈ 0.1 eV. [12,13,18] 
Luminescence spectra from two independent studies suggest deep defect 
levels lying ≈ 1.6 eV from a band edge of the Rb3Sb2I9 bulk crystal [10,
13]. In another study, analysis of photo-induced current transient (PICT) 
spectra suggests a trap level ≈ 0.55 eV from a band edge in samples 
which displayed near intrinsic electrical behavior [11].

Despite the growing interest in Rb3Sb2I9 and recent evidence of 
carrier lifetime limiting defects, the fundamental properties of intrinsic 
defects (at dilute concentrations) have not been established theoreti
cally. Here we present a comprehensive study of the properties of 
intrinsic point defects in Rb3Sb2I9 orthorhombic crystals. We have 
calculated the formation energy for all intrinsic defects including anti- 
site substitutional defects, vacancies and interstitials. For typical 
growth conditions, we find that rubidium (Rb) vacancies and interstitials 
are prevalent defects. As expected from electronic structure consider
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ations, Rb vacancies favor the − 1 charge state, whereas Rb interstitials 
favor the +1 state and both have shallow defect levels which only 
weakly trap free carriers. Iodine vacancies are also a common defect and 
they favor the +1 charge state and have deep trap levels. From config
uration coordinate diagrams, we show that the energetics of iodine va
cancies match those of recent luminescence [10,13] and PICT [11] 
spectra. Carrier recombination at iodine vacancies may be a limiting 
factor for many applications. Finally, we identify challenges and op
portunities for reducing iodine vacancies to help improve the opto
electronic behavior of Rb3Sb2I9-based devices.

2. Methods

To determine the electronic structure and energetics of Rb3Sb2I9 and 
defects therein, we employ the Vienna Ab Initio Simulation Package (VASP 
[43], [44] version 6.4.1) for density functional calculations [21,22]. For 
our initial total energy calculations, we treat exchange-correlation effects 
within the semi-local approximation optimized for solid state systems 
(PBEsol) [23,24]. Standard PAW potentials are used to represent the 
core-electrons, [45], [46] and the valence electrons included are (4s2 4p6 

5s1), (5s2 5p3) and (5s2 5p5) for rubidium (Rb), antimony (Sb), and iodine 
(I), respectively. The plane-wave basis function cutoff energy is set to a 
standard high precision value, Ec = 220 eV (see supplemental section 
Table S0 for convergence test results.) For Brillouin zone integrations, 
converged k-point meshes are employed; only the Γ point is needed for 
converged supercell calculations. Atomic positions are relaxed until forces 
reach a tolerance of 0.02 eV/Å.

The main goal of this study is to determine which isolated intrinsic 
point defects are electrically active in Rb3Sb2I9. In most growth sce
narios, the concentration of point defects is governed by thermody
namics and the defect’s formation energy. The first principles’ method 
for calculating point defect formation energies has been well estab
lished, as discussed in several reviews over the years [25–27]. For an 
intrinsic defect D in charge state q in Rb3Sb2I9, the formation energy 
(
Ef [Dq]

)
equation is 

Ef [Dq]=Etot [Dq] − Etot [bulk] − ΔnRbμRb − ΔnSbμSb − ΔnIμI +q(EVBM+EF +ΔV)

+Ecorr 

where Etot [Dq] is the energy of the periodic supercell for the bulk 
Rb3Sb2I9 crystal with point defect [D]; EF is the electronic Fermi energy 
which is a free parameter that typically varies from 0 to the band gap 
value; Etot [bulk] is the energy of the periodic supercell for the bulk 
Rb3Sb2I9 crystal; Δn values are the change in the number of an atomic 
species between the crystalline supercell and the supercell with a point 
defect; the chemical potentials [μ] are set to the energy of the respective 
pure bulk values; EVBM is the energy of the valence band maximum of the 
bulk Rb3Sb2I9 crystal. These quantities are all calculated with VASP. 
Finally, ΔV & Ecorr are finite size correction terms calculated using the 
methods developed by Freysoldt and others [28–30], as implemented in 
Freysoldt’s code SxDefectAlign. Overall, we estimate the uncertainty is 
less than ±0.1 eV for the presently reported defect formation energy 
results - in supplemental section S1, we provide data supporting our 
estimated convergence of the formation energy calculations.

3. Preliminary results

Preliminary results for the fundamental properties for the bulk 
crystal include lattice vectors, bonding, chemical potential phase dia
gram, and electronic properties, including the band gap and the 
dielectric constants. When possible, these results are compared with 
experiments and previous calculations.

3.1. bulk properties

The structural properties of bulk crystalline Rb3Sb2I9 has been well 
established previously. Rb3Sb2I9 can exist in both the monoclinic and 
(nearly) orthorhombic phases. However, recently grown samples 
examined with X-ray diffraction (XRD) finds that Rb3Sb2I9 favors the 
orthorhombic unit cell with space group P21/n [18,19]. Starting with 
the primitive cell found experimentally [19], we relax the atomic co
ordinates and volume simultaneously. Using the PBEsol method, we find 
lattice constants of a = 14.49 Å, b = 8.10 Å, and c = 20.57 Å with unit 
cell angles α = γ = 90◦ andβ = 89.3 ◦. These results are very close 
(within 1 %) to their respective experimental values [18,19]. A mono
clinic unit cell (β ∼ 125◦) has also been investigated. The bonding and 
lattice vectors are very similar between the monoclinic and the ortho
rhombic cells. With PBEsol at zero Kelvin, we find that Rb3Sb2I9 
marginally favors the orthorhombic cell by less than 1 meV per formula 
unit. The rest of this study employs only the orthorhombic structure.

Fig. 1 shows the primitive unit cell for Rb3Sb2I9. The two- 
dimensional layers of connected [SbI6]− 3 octahedra form in the (a, b)
plane. Rb3Sb2I9 has a mixture of ionic and covalent bonding with two- 
dimensional layers of corner sharing [SbI6]− 3 ionic octahedra. Each 
antimony atom has a nominal +3e charge, and each iodine has − 1e. Of 
the six covalent (Sb, I) bonds, three have lengths of ≈ 2.89 Å and three 
have longer lengths (3.12 − 3.16 Å). The antimony centered (I, Sb, I)
bond angles are close to 90 and 180◦. The lattice also includes rubidium 
atoms in the +1e ionic state. These Rb atoms mainly interact ionically 
with the [SbI6]− 3 octahedra. For each Rb atom, there are eight nearest 
iodine atoms, each between 3.65 − 4.03 Å away; four being less than 
3.75 Å and four greater than 3.82 Å. There are two distinct types of 
iodine sites present. Two thirds of the iodine sites (labelled I1 below) 
involve one (I, Sb) bond with a ≈ 2.9 Å bond length. These iodine atoms 
are at the surfaces of the two-dimensional layers (see Fig. 1). One third 
of the iodine sites (labelled I2 below) involves two covalent (I, Sb) bonds 
each ≈ 3.15 Å long. These iodine atoms serve to connect adjacent 
[SbI6]− 3 octahedra (see Fig. 1). The bond length values found in this 
study are very close to the experimental values (for comparison see 
Table S2 of the supplemental section of Ref. [19]).

The electronic properties of Rb3Sb2I9 have been calculated at the 
PBEsol level of theory. The band structure reported in the supplemental 
section (see Supplemental Fig. S2) shows rather flat bands consistent 
with the large primitive cell. We find there is a direct gap at Γ with Eg =

1.81 eV. The atom localized density of states (see Supplemental Fig. S2) 
shows that Sb–I molecular states dominate the band edges. These results 
are similar to previous electronic structure calculations for the mono- 
clinic Rb3Sb2I9 unit cell [10].

For defect properties we employ both semi-local (PBEsol) and 
hybrid-functional calculations. Specifically, we calculate the Rb3Sb2I9 
properties using the (HSE) hybrid exchange method [32,33] involving a 

screening parameter of 0.2 Å
− 1

, an exact-exchange fraction (AEXX) of 
0.25 and PBEsol for the 0.75 fraction of local exchange. In addition, spin 
orbit coupling (SOC) is included using standard practices [34]. We find 
the HSE-SOC direct band gap is 2.07 eV, close to values found experi
mentally (2.03 eV [11,14] and 2.24 eV [9,16]). For the Rb3Sb2I9 bulk 
crystal, the PBEsol band gap underestimation is only ≈ 0.26 eV, or 13%.

This band gap underestimation for Rb3Sb2I9 is significantly smaller than 
typically found for semiconductors (≈ 50 %) but similar to what was 
previously found for AgBiI4 [35,36]. Using the average electrostatic 
potential as a common reference, we determine the relative HSE06-SOC 
and PBEsol band edges for the Rb3Sb2I9 bulk. We find the HSE-SOC 
valence band maximum is 0.16 eV lower and the conduction band 
minimum is 0.11 eV higher than from the PBEsol calculations. These 
modest offsets will be used in the PBEsol defect energy calculations re
ported below.
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Dielectric properties are important for many scientific and engi
neering fields. For finite supercell energy corrections (ΔV & Ecorr)

applied below, it is important to know how charged defects are screened 
by the dielectric medium of the bulk material. We have calculated the 
dielectric tensor at the PBEsol level of theory. The dielectric tensor is 
nearly isotropic: ϵxx = 10.9, ϵyy = 10.7 , ϵzz = 10.3 and ϵxz = − 0.1. 
Static electronic and ionic dielectric values are calculated within 
perturbation theory [37] and found to contribute about equally to the 
overall dielectric tensor values. These dielectric tensor values are similar 
to those of other photovoltaic semiconductors, e.g. silicon with ϵ ≈ 12.

3.2. phase stability and range of chemical potentials

The chemical potential (μ) values are important for determining 
formation energies of intrinsic defects (see Equation for Ef above). As 
discussed in detail previously [25,26], the range of chemical potential 
values is constrained by the stable growth conditions of the Rb3Sb2I9 
crystal. Fig. 2 is the HSE-SOC results for the 2D phase stability plot for 
Rb3Sb2I9 showing the range of chemical potentials for which Rb3Sb2I9 is 
thermodynamically stable. The chemical potential variables in Fig. 2 are 
related to the variables in formation energy equation by the following 

Fig. 1. Ball and stick representation of the unit cell of Rb3Sb2I9 in the (a) plane of (c, a) and (b) in the plane of (c,b). Large pink balls are rubidium atoms, the small 
gold balls are antimony, and the small purple balls are iodine. The ball-and-stick model images were generated with the VESTA program [31]. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Fig. 2. Chemical stability plot of Rb3Sb2I9. The corners of the stable region (in green) can be written in terms of the (ΔμRb,ΔμSb,ΔμI) values (in eV) which are for top 
left, top right, bottom left and bottom right to be (− 2.894, 0.0, − 0.483), (− 2.670, 0.0, − 0.558), (− 3.364, − 1.410, − 0.013), and (− 3.140, − 1.410, − 0.088), 
respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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definitions: 

μRb = ERb + ΔμRb ; μSb = ESb + ΔμSb ; μI = EI + ΔμI 

where ERb,Esb and EI are the energy of bulk Rb, Sb and I, respectively, 
which are calculated at both the semi-local PBEsol and the hybrid HSE- 
SOC levels. The full phase stability diagram is calculated using the 
software package pydefect [29] and reported in Supplemental Fig. S3, 
which shows that the PBEsol and HSE-SOC results are very similar. The 
stability plots include the energy for the bulk phases (Rb, Sb and I) and 
the stable binary phases (SbI3, RbI3 and RbI). The two dimensional 
version of Fig. S3 is shown here in Fig. 2. The Rb3Sb2I9 stable phase 
region is narrow with ΔμI and ΔμRb varying by less than 0.4 eV and ΔμSb 
extending from 0 to almost 1.4 eV. Although not shown in Fig. 2, for Δ 
μSb < − 1.4 eV the binary RbI3 is the most stable phase (see Supplemental 
Fig. S3). The present phase stability plots (Fig. 2 and S3) are all very 
similar to a previously reported stability diagram for Rb3Sb2I9 in the 
monoclinic phase [12]. The present study is for the orthorhombic phase 
only, but the two phases are close in structure and energy.

4. Defect results

For defect calculations, we employ supercells in order to model the 
isolated, dilute point defects observed experimentally. All defects 
properties are first calculated at the PBEsol level using a large supercell 
whose lattice vectors are 2, 3, and 1 times the primitive unit cell a, b and 
c vectors, respectively. This model will be referred to as the 2 × 3 × 1 
supercell. In the supplemental section, Fig. S0 shows atomic positions of 
the 2 × 3 × 1 supercell model. The 2 × 3 × 1 supercell has 24 Rb3Sb2I9 

units and lattice vectors between 25 − 30 Å. Therefore, a single defect in 
a 2 × 3 × 1 supercell represents a literal concentration of 6.9x1019 cm− 3. 
However, as noted in the Methods section, we have applied techniques 
for removing the periodic interactions for charged defects and estimate 
the formation energies calculated here are within ± 0.05 eV of the re
sults for dilute concentrations, i.e. these results are valid for a much 
lower concentration of defects.

To test these PBEsol defect calculations, we also perform selective 
calculations using a 1 × 2 × 1 supercell which includes 8 Rb3Sb2I9 units. 
The 1 × 2 × 1 supercell defect properties are calculated at both the 
PBEsol and HSE-SOC levels. In all defect calculations, all atoms are 
allowed to fully relax for each defect and the supercell lattice vectors are 
fixed at their bulk values. Spin polarization is included in cases with odd 
number of electrons: vacancies and the interstitials.

For our calculations of a dilute defect, we introduce a single point 
defect into the Rb3Sb2I9 2 × 3 × 1 supercell shown in Fig. S0. The defects 
considered include anti-site substitutional, vacancy and interstitial de
fects. There are six substitutional defects, e.g. a rubidium atom in the 
crystalline site of an iodine atom (RbI). There are 4 vacancy defects 

created by removing an atom, e.g. a rubidium vacancy (VaRb). Numerous 
interstitial sites were considered for each atom including both split 
interstitial and open interstitial sites. Low energy open interstitial sites 
were found by placing an atom at a location in the crystal corresponding 
to a local minimum in the crystal’s electron density. The lowest energy 
sites were in between the two-dimensional layers of [SbI6]− 3 octahedra. 
Split interstitials were found to be significantly higher in energy 
(> 1 eV) than open interstitials. One low energy interstitial site (labelled 
i1) initially has two nearby iodine and one nearby rubidium as shown in 
Fig. 3 while the other low energy interstitial site (labelled i2) is in an 
open region surrounded by 6 iodine atoms. The final interaction dis
tances between the interstitial atom and the neighboring atoms depend 
on the element and its charge state. Interstitial diffusion is likely to be 
preferentially restricted to the (a-b) plane.

4.1. neutral defect electronic structure

For each defect considered, the gap levels for the neutral defect were 
calculated at the PBEsol [24] level and are reported in Fig. 4. As 
mentioned in the Methodology section, there are two iodine sites to 
consider. Most defects include both occupied levels (filled circles) and 
empty levels (open circles) in the band gap. One case ( IRb ) has only one 
empty level in the gap whereas two defects (RbI & RbSb) have only one 
filled level in the gap. The interstitial eigenvalues are similar for sites 1 
and 2 and only one case is shown in Fig. 4.

The gap levels in Fig. 4 for the neutral defects provide an explanation 
of the charge states that the defect will favor for various Fermi level (EF)

values. For instance, we expect antimony interstitials (Sbi) to favor the 
+3 charge state for EF near the valence band edge since Sbi has three 
occupied states in the upper portion of the band gap. Rubidium in
terstitials (Rbi) are expected to favor the +1 charge state for most EF 
values since Rbi has one occupied state near the conduction band edge. 
These interstitial results are consistent with the ionic character of anti
mony and rubidium. The precise thermodynamic charge transition en
ergies will depend on the relative relaxed energies of a defect for varying 
charge states, as discussed below.

From Fig. 4, we can qualitatively assess the effectiveness of each 
defect as a recombination center. The rubidium vacancy (VaRb), inter
stitial (Rbi) and antimony substitutional (RbSb) all have shallow defect 
levels and are predicted not to be efficient trapping centers. Charged 
carriers trapped at these defects will be easily re-emitted into the nearby 
band states. These shallow defects experience little structural relaxation 
upon charging. For example, when a neutral rubidium vacancy accepts 
an electron to become negatively charged, the energy of relaxation is 
only 0.02 eV. Electron-hole recombination through these defects will be 
similar to the self-trapped hole or band-to-band recombination. In 
contrast, the other defects with states closer to the middle of the gap are 

Fig. 3. The location of the open interstitial is given by the light green ball, while pink, gold and purple balls represent Rb, Sb and I atoms, respectively. Interstital site 
1 is on the left whereas site 2 is on the right side of the figure. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.)
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predicted to be effective trapping centers and candidates for defect- 
assisted recombination, as discussed in more detail below. For 
instance, the iodine vacancies (VaI) result in a deep defect state asso
ciated with an antimony dangling bond. Upon charging, the VaI has 
large lattice relaxations (> 0.4 eV), typical of deep center defects.

To further illustrate the nature of the defect states, we present the 
defect level charge iso-surfaces in Fig. 5. These calculations employ the 
2 × 3 × 1 supercell and the PBEsol functional. The delocalized bulk 
states at the valence (conduction) band edge are shown in Fig. 5(a)(b). 
The valence band state is mainly a combination of antimony s-character 
and iodine p-character whereas the conduction band state is mainly 
antimony p-character. The VaRb defect iso-surface (Fig. 5(c)) is also de- 
localized, particularly along crystallographic (c, b) plane, where its 

charge distribution is very similar to that of the valence band edge state 
indicating strong coupling with the valence band states which are close 
in energy. The vacancy is located in the lower layer of the supercell 
while the defect state distributes over both layers indicating strong 
defect hybridization with the valence band state. The Rbi has a delo
calized defect iso-surface (not shown) similar to the conduction band 
edge state. These delocalized defect states are consistent with the 
shallow defect levels for VRb and Rbi reported in Fig. 3 and S4. In 
contrast, the VI1 defect iso-surface (Fig. 5(d)) is very well localized 
within one of the layers of [SbI6]− 3 octahedra, with charge mainly on the 
antimony dangling bond site, but some stretches over to neighboring Sb 
and I atoms.

As discussed in the next section, for experimental conditions, the 

Fig. 4. Plots of the eigen-levels for neutral defects in between the valence band maximum and conduction band minimum from PBEsol results. Filled circles are 
occupied states and open circles are unoccupied states. The differentiated spin up and down levels are connected by a dashed line.

Fig. 5. Superimposed on the ball-and-stick supercell model is the defect level charge iso-surfaces for (a) the valence band maximum state, (b) the conduction band 
minimum state, (c) the defect state for rubidium vacancy (VaRb) and (d) the occupied defect level for the iodine vacancy (VaI1). The yellow charge iso-surfaces are for 
an electron charge density of 1.5x109 cm− 3. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of 
this article.)
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iodine vacancy (VaI1), the rubidium vacancy (VaRb) and the rubidium 
interstitial (Rbi1) are the lowest energy defects, and therefore the most 
common defects. These three defects have been examined in more 
detail. Specifically, using a 1 × 2 × 1 supercell, the properties of these 
defects are calculated at both the PBEsol and HSE-SOC levels of theory. 
The shallow defects ( VaRb & Rbi1) are similar for both PBEsol and HSE- 
SOC calculations whereas the iodine vacancy shows a larger energy 
splitting of the occupied and empty defect levels. Semi-local exchange 
methods (such as PBEsol) tend to de-localize the charge of deep defects 
which can result in unrealistic relaxations and inaccurate formation 
energies [38]. In Fig. 6, we compare the PBEsol and HSE-SOC defect 
levels and spin density results for the (VaI1) iodine vacancy using the 1 
× 2 × 1 supercell. Fig. 6(a) shows the occupied-unoccupied defect level 
splitting is larger by ≈ 0.6 eV in the HSE-SOC compared to the semi-local 
(PBEsol) result. Despite differing levels in the gap, the defect states have 
very similar localized charge-structure illustrated in Fig. 6(b) indicating 
PBEsol mainly captures the electronic and physical features of the defect 
state.

4.2. formation energies

From 2 × 3 × 1 supercell, PBEsol energy calculations, we determine 
the formation energies for each defect in various charge states. In Fig. 7, 
the defect formation energies for each defect are plotted as a function of 
the Fermi energy. See Section II (Methods) for a discussion of the defect 
formation energy. For each intrinsic defect considered, only the charge 
state with the lowest energy at a given Fermi value is plotted in Fig. 7. 
The slope of the lines plotted indicates the lowest energy charge state. 
The Fermi energy varies from 0 to the theoretical band gap energy of 
2.07 eV. The vacancy defects are shown in red, the iodine interstitials 
are in green, the rubidium interstitials are in blue and the antimony 
interstitials are in yellow. The anti-site defects are not shown in Fig. 7 as 
they are higher at the important mid-gap Fermi levels and wont be 
experimentally relevant. In supplemental section Fig. S4, we reproduce 
Fig. 7 but adding anti-site defects.

Fig. 7 determines the lowest energy, physically relevant charge state 
for each defect for each value of the Fermi energy. Antimony (Sb) ions 
are found in the +3 ionic state in bulk Rb3Sb2I9. Therefore, it is sensible 

that Sb interstitials in the +3 charge state are the lowest energy defects 
in heavily p-type samples (i.e. when the Fermi energy is near the valence 
band edge and defects can easily exchange electrons with the low Fermi 
level) whereas Sb vacancies in the − 3 charge state are the lowest energy 
defects in heavily n-type samples. Typically, extrinsic substitutional 
defects are not used to dope Rb3Sb2I9 samples. Instead, the Fermi energy 
(EF) is determined by the concentration of precursor molecules and 
conditions during growth. Also, charge neutrality for the sample re
quires the sum of all excess charges must cancel. Assuming thermody
namic equilibrium with the band edge states prevails, the Fermi energy 
EF can be determined from the intrinsic defect formation energy results 
reported in Fig. 7 and the following charge neutrality equation: 

0= p − n +
∑

njqj exp

(

−
Ej

form

kBT

)

where n (p) is the additional band concentration of electrons (holes) and 
for the jth defect, nj is the site concentration taking into account de
generacy, qj is the charge, Ej

form is the formation energy and the sum
mation is over all defects considered. The n (p) values can be calculated 
from Boltzmann statistics given the Fermi energy is much greater than 
kBT. Importantly, T is the temperature during the growth of the Rb3Sb2I9 
crystal which, based on recently reported processing temperatures [7], 
we take to be 225 ◦C. Since n, p and Ej

Form all depend on Fermi energy, the 
charge neutrality equation can be used to find the Fermi energy value 
where the concentration of negative charges cancels the positive charges 
in the crystal.

To find the Fermi level caused by intrinsic defects, one must choose 
the growth conditions which experimentally are based on molecular 
precursor concentrations but theoretically are determined by the values 
of chemical potentials (μRb, μSb, μI) discussed in Section III(b). Specif
ically, we chose chemical values potential (ΔμRb,ΔμSb,ΔμI) of (− 2.458, 
0.0, − 0.503) in eV. In the supplemental section Fig. S5, we show defect 
formation energy plots, such as Fig. 7, for other chemical potential 
values. From the results of Fig. 7, we determine our EF = EVBM +

0.91 eV. This Fermi level result indicates that such a Rb3Sb2I9 sample 
would be considered intrinsic, as found in recently grown samples [7]. 

Fig. 6. Plots of the eigen-levels for the VaI1 neutral defect in between the valence band maximum and conduction band minimum from PBEsol and HSE-SOC 
calculations. Filled circles are occupied states and open circles are unoccupied states. The grey region shows the band edge differences between the PBEsol and 
HSE-SOC calculations.
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The equilibrium Fermi energy is slightly to the right of crossing between 
the lowest energy +1 charge defect (Rbi) and the lowest energy − 1 
charge defect (VaRb).

From Fig. 7, the lowest formation energy defects at the “intrinsic” EF 
value will have the largest concentrations. Therefore, rubidium vacancy 
(VaRb) in the minus 1 charge state will be most common with a con
centration close to 1017 cm− 3. We estimate there will be one rubidium 
vacancy for every million rubidium atoms. Then, the next most common 
defects are the +1 charged rubidium interstitials (Rbi) and iodine va
cancies (VaI). Specifically, the Rb+1

i concentration is predicted to be 
about 93% of the Va− 1

Rb concentration. There will be an electrostatic and 
potential energetic attraction between these two defects and there may 
be circumstances where these defects recombine. The concentration of 
Va+1

I is about 7 % of the Va− 1
Rb concentration. Other defects (I+1

i and 
Sb+3

i ) have concentrations less than 1 % of the Va− 1
Rb concentration.

The results reported in Fig. 7 are all calculated using a 2 × 3 × 1 
supercell and the PBEsol method. For the lowest energy defects identi
fied (VaRb,VaI,Rbi) we have calculated the formation energies within a 
1 × 2 × 1 supercell using both the PBEsol and HSE-SOC method and the 
formation energy results are reported in Fig. 8(a) and (b), respectively. 
For both cases, the chemical potential is chosen to correspond (using the 
appropriate method) to the value used for Fig. 7 so the results are 
directly comparable. The intrinsic Fermi level results are very similar; in 
Fig. 8(a) the PBEsol 1 × 2 × 1 supercell calculations result in EF =

0.81 eV whereas in Fig. 8(b) for HSE-SOC we find EF = 0.80 eV. For the 
iodine vacancies, the PBEsol results in Fig. 7 for the 2 × 3 × 1 supercell 
show slightly less deviation between the Va+1

I1 and Va+1
I2 energies when 

compared to the respective PBEsol results in Fig. 8(a) for the 1 × 2 × 1 
supercell. In contrast, the HSE-SOC results for the 1 × 2 × 1 supercell in 
Fig. 8(b) find the Va+1

I energy is ≈ 0.8 eV lower for site 1. Since both 
VaRb and Rbi are shallow defects and other deep defects are significantly 
higher in energy, VaI1 is the strongest candidate for defect assisted 
recombination in Rb3Sb3I9-based devices.

4.3. recombination energetics

Configuration coordinate diagrams (CCDs) allow us to estimate the 
charge transition energetics due to radiative or non-radiative processes 
[25,26]. Specifically, we will employ CCDs to explain 
cathode-luminescence [10], photo-luminescence [13] and 
photo-conductivity transient spectra [11]. See Ref. [25] for a detailed 
description of CCDs. In brief, CCDs show the relative energy between 
two defect charge states as a function of a general configuration coor
dinate (Q), which is a one-dimensional measure of the displacements of 
all atoms as the system moves from one charge configuration state to 
another. In Fig. 9, we report the CCD of the iodine vacancy (VI1) using 
the q = 0 charge state as the reference where Q = 0 and E = 0. In Fig. 9, 
the iodine vacancy is switching between the q = − 1 to the neutral q = 0 

Fig. 7. Defect formation energies are plotted versus the Fermi energy, which varies across the band gap. Calculations employ a 2 × 3 × 1 supercell and PBEsol. In the 
grey area, the PBEsol energy results are extended based on the HSE06-SOC band edge offsets. The chemical potential values (ΔμRb,ΔμSb,ΔμI) values used correspond 
to point D on Supplemental Fig. S3b. The vertical dashed black line represents the Fermi level as determined by charge neutrality considerations.
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charge state. At Q ≈ 3
[
amu1/2 Å

]
the q = − 1 vacancy is in its lowest 

energy state. In Fig. 9(a), the q = − 1 minimum energy value is 1.71 eV 
above the reference energy of the vacancy in the q = 0 state, plus an 
electron in a valence band maximum energy state.

Fig. 9 allows us to understand the recombination processes that 
occur at an iodine vacancy during a luminescence or photo-conductivity 
experiment in which electron-hole pairs are formed in large numbers. 
Almost all VI defects are initially positively charged as indicated by 
Figs. 7 and 8. This initial q = +1 state will attract photo-induced elec
trons and repel holes. A large fraction will become negatively charged. 
Fig. 9(b) shows that an electron in the conduction band can be captured 
by the neutral iodine vacancy by a nearly barrierless process. Then, a 
free hole in valence band is attracted to and can recombine with the 
negatively charged VaI1 defect; the radiative process is illustrated in 
Fig. 9(a) by the vertical arrow. A full calculation of the luminescence 
spectra is possible [25] but beyond the scope of the present study. From 
Fig. 9(a), we predict a luminescence experiment would find an emission 
spectra centered at Eth

Lum = 1.51 eV. This value is also found in our PBEsol 

calculations as shown in Supplemental Fig. S5. Zero point and thermal 
motion in addition to quantum tunneling effects may alter the lumi
nescence peak values from the calculated value here. One 
cathode-luminescence experiment finds the defect related luminescence 
spectra can be deconvolved into distinct peaks with the main defect 
related feature peaking at 1.63 eV [10]. Similarly, another photo
luminescence study reports a single broad defect feature centered at 
1.6 eV [13].

In Rb3Sb2I9 photo-induced conductivity transient (PICT) experi
ments [11], a voltage is placed across the sample so free electrons and 
holes are quickly removed and the final transient conductivity is due to 
de-trapping of near band edge defect which we propose are Va− 1

I1 defects. 
The CCD for this situation is represented in Fig. 9(b), where a negatively 
charged VI1 defect no longer has a free hole to recombine with. In this 
case, the electron trapped in the V− 1

I1 defect must increase its state energy 
through multi-phonon excitation in order to release an electron into the 
conduction band. The minimum barrier energy to be overcome is 
0.36 eV. Experimentally, data is fitted to an Arrhenius curve at elevated 

Fig. 8. Defect formation energies are plotted versus the Fermi energy for (a) PBEsol, which varies across the band gap. Calculations employ a 1 × 2 × 1 supercell and 
(a) PBEsol and (b) HSE-SOC. In (a), the PBEsol energy results are extended based on the HSE06-SOC band edge offsets. The chemical potential values (ΔμRb,ΔμSb,

ΔμI) values used correspond to point D on respective figure in supplemental section S3. The vertical dashed black line represents the Fermi level as determined by 
charge neutrality considerations.

Fig. 9. Configuration coordinate diagram for iodine vacancy of type 1 with the defect reference state having neutral charge for (a) an extra electron in the valence 
band maximum energy state (e_vbm). The dots are calculated data points which are smoothly fit with a 2nd order polynomial shown as the solid curves. Energies are 
calculated for 1 × 2 × 1 supercells using the HSE-SOC method (PBEsol versions are shown in the supplemental section Fig. S5).
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temperatures in which case the extracted barrier is generally larger than 
the minimum by as much as ≈ 0.2 eV, depending on the CCD involved 
[39]. From our CCD results, we predict the Va− 1

I1 trap level measured in 
an Rb3Sb2I9 PICT experiment to be Eth

PICT > 0.4 eV. Experiments find a 
single PICT trap level in Rb3Sb2I9-devices where in one sample, Eexp

PICT =

0.62 eV, and in another, Eexp
PICT = 0.53 eV [11].

5. Discussion and conclusion

In this study, we use ab initio density functional calculations to 
determine the properties of bulk Rb3Sb2I9 with a focus on intrinsic point 
defects. We determine the structural and electronic properties of all 
intrinsic defects including vacancies, interstitials and anti-site substitu
tional defects. In Figs. 7 and 8, we report the Fermi level dependent 
formation energies relevant to recently grown samples. The most com
mon defects in as-grown samples are expected to be Va+1

I1 , Va− 1
Rb and 

Rb+1
i .
An important aspect of this work is the semi-quantitative agreement 

between the present atomic level theory and several experiments. We 
predict VaRb and Rbi have shallow gap states that couple efficiently to 
nearby band edge states (see Figs. 4 and 5). In microcrystalline samples, 
these states may not significantly trap carriers. In addition, the VaRb and 
Rbi defects may be difficult to distinguish from band tail states or the 
self-trapped holes that emerge during a luminescence experiments. In 
Fig. 9, we report our HSE-SOC iodine vacancy energy configuration 
coordinate diagram calculations. The energy predictions from these 
calculations agree with previously reported experimental results, 
including photo-induced current transient spectra [11] as well as cath
odoluminescence [10] and photo-luminescence [13].

New measurements would help test the VaI1 model proposed here. 
Fig. 9 shows results for transition between the q = − 1 and neutral 
charge state of the VaI1 defect. We predict (see Supplemental Fig. S6) the 
neutral to q = +1 radiative transition would have Eth

Lum ≈ 0.5 eV, which 
may be observable. For this transition, the classical barrier for non- 
radiation recombination is only ≈ 0.3 eV so non-radiative transitions 
may reduce the luminescence intensity. Also, electrically detected 
magnetic resonance [40] would help characterize the atomic nature of 
defect-enhanced recombination and would be a nice test of the iodine 
vacancy theory presented here.

Iodine vacancies are predicted to be the main source of defect- 
enhanced recombination. New processing methods should be devel
oped to limit these defects. In the above analysis, the concentration of 
defects is assumed to be mainly controlled by equilibrium thermody
namics under a specific growth condition where the Fermi energy is 
controlled by the charge neutrality condition and intrinsic defects. One 
processing strategy for reducing the deleterious iodine vacancies would 
be to extrinsically raise the Fermi energy by n-type doping with hetero- 
valent impurities. We estimate that raising the Fermi energy by 0.1 eV 
would reduce the iodine vacancy concentration by an order of magni
tude. This would also increase the rubidium vacancy concentration, but 
these defects may be benign. Another strategy is introducing excess 
iodine during a post-deposition annealing step. This strategy would need 
to be implemented with care to avoid iodine interstitials from combining 
with the common rubidium vacancies to form IRb defects. Our calcula
tions show that IRb defects are fast recombination centers (see Fig. S7 in 
the supplemental section) which would be more deleterious than iodine 
vacancies. Despite the challenges involved, reducing iodine vacancies 
should be pursued to extend the carrier lifetime of Rb3Sb2I9 
semiconductors.

In summary, this work provides atomic-level information of intrinsic 
defects which provide mechanistic insights into diverse experimental 
observations of defects in Rb3Sb2I9 bulk crystals. By determining the 
origin and energy levels associated with defects that act as recombina
tion centers, we identify the optoelectronic bottlenecks that may limit 
the carrier lifetimes. Leveraging these insights, we provide guidance on 

potential strategies to mitigate the impact of these defects and to help 
realize the full potential of Rb3Sb2I9 in optoelectronic and other device 
applications.
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