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We have studied the structural, energetic, electronic, and optical properties of six compounds belonging
to the system of vanadium oxides (VO,, V,0s, V503, V505, V407, and V0;3), including both high- and low-
temperature phases, obtained using first principles calculations based on density functional theory. The
optimized structure of each compound is found to display strong octahedral distortion. This has a major
impact on the electronic structures, causing strong mixing of t;, and e, orbitals. The electronic density of
states was calculated with hybrid HSEO6 functionals and the GGA + U method. The results show that the
HSEO06 functionals provide band gap values consistent with available experimental data. For the high-
temperature phase of V,0s, we predict a band gap of 2.32 eV. Charge transfer is shown to decrease mono-
tonically as a function of V-O ratio for all compounds. Complex dielectric functions, as computed with
hybrid functionals and the GGA + U method, are reported. Hybrid functionals overestimate the energies
at which absorption peaks occur, indicating strong electron-hole interaction and lattice polarization
within the system. The computed optical conductivity, as derived from optical properties found with
the GGA + U method, is in good quantitative agreement with available experimental data. The theoretical
framework developed is applicable for other vanadium oxide phases and similar transition metal oxides.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Transition metal oxides have long been an area of great interest
[1]. Due to their unique physical, thermal, and electronic properties,
these materials have varied applications in gate dielectrics, trans-
parent conducting oxides, and thin-film transistors [2]. Vanadium
oxides are of particular interest, as they provide a unique advantage
for many optoelectronic devices, such as “smart” windows [3], ther-
mal sensors [4], and resistive random access memories [5]. This sys-
tem has received extensive attention due to its versatile
characteristics, such as the metal-insulator transition (MIT) which
occurs in some of these compounds. The MIT can be induced by
pressure and/or temperature, causing the materials to undergo
changes in structural, electronic, and optical properties [6].

These reversible phase transitions make vanadium oxides rea-
sonable model systems to explore both theoretically and experi-
mentally. Many experimental works have been conducted to
study the characteristics of vanadium oxides in both their high-
and low-temperature phases. Thus far, VO,, V505, V,05, V505,
V405, and Ve0,3 have received the most experimental interest
[7-27]. For these six compounds, structural properties are
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well-known over the MIT, with lattice constants and internal
parameters reported [7-17]. Their electronic structures have been
widely studied, and experimental band gaps have been reported
for each, with the exception of the high-temperature phase of
V,0s5 [18-23]. Optical conductivities have been determined for
these compounds (except for high-temperature V,0s5), however,
the data remains relatively limited, with values known only for
low frequencies [22,24-27]. Also, direction-dependent complex
dielectric functions are not well-known for these vanadium oxides.
Lastly, electronic charge transfer is a potentially important
property which has not yet been systematically studied for these
systems, and no detailed values have been reported.
Theoretically, these materials have presented a challenge, as
strongly correlated materials have been known to cause problems
for standard ab initio techniques [28]. However, to remedy this dif-
ficulty, a variety of advanced theoretical techniques have been
implemented to study vanadium oxides. The DFT + U formalism
has been successful in describing the electronic structure for VO,
[5], V203 [5], V013 [29], and V405 [30], each in their high- and
low-temperature phase; however, the accuracy of band gap predic-
tion is strongly dependent on the chosen U-value. Hybrid function-
als and the GW method have been used to predict electronic
structures and band gaps for both phases of VO, [31,32], V,03
[33,34], and V,0s5 [35,36], the results of which agree relatively well
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with experiment. Only for VO, and V,0s have optical spectra been
computed using hybrid functionals [31,32] and the GW [35]
approximation respectively. Both have provided qualitatively sat-
isfactory results, however, for each compound, the computed ener-
gies at which the dielectric features occur were shifted to the
higher energy range. This effect has been suggested to be caused
by strong electron-hole interaction and lattice polarization
[31,35]. Thus, a systematic investigation of the efficacy of advanced
theoretical methods, such as GGA+U and hybrid functionals, for
computing electronic and optical properties of vanadium oxides
is missing. This work seeks to fill this gap in the literature

Here, we have investigated the properties of VO,, V,0s, V,05,
V30s, V407, and Vg013. We present a complete theoretical descrip-
tion of their structural, energetic, electronic, and optical properties
in both their high- and low- temperature phases. The main conclu-
sions from this work are: (i) The structure of each compound is
found to display strong octahedral distortion, which leads to strong
mixing of the t,; and eg orbitals. (ii) Charge transfer is directly
related to the underlying structural characteristics, and is shown
to decrease monotonically as a function of V-O ratio. (iii) Hybrid
functionals accurately predict band gaps but yield optical spectra
which overestimate the photon energies of absorption peaks, indi-
cating strong electron-hole interaction and lattice polarizations
within these phases. (iv) The DFT + U method provides prediction
of optical spectra which match well with experimental data.

2. Computational methods

All density functional theory (DFT) calculations have been
implemented using the Vienna Ab initio Simulation Package (VASP)
[37-40]. The V_sv potential, which includes the semi-core s and p
electrons, was used for vanadium, while the default potential was
used for oxygen. Additionally, a plane wave cutoff energy of 400 eV
was used throughout the computations. All k-point meshes con-
sisted of at least 1000 k-points per reciprocal atom (KPPRA). Gaus-
sian smearing with a sigma value of 0.05eV was used. Spin
polarization has also been considered in order to account for the
magnetic ordering of the compounds. A convergence criterion of
10~ eV was chosen for all electronic iterations.

We chose the low- and high-temperature structures for each
compound from experimental results reported in the literature
[7-17]. We then optimized each structure to its lowest energy
state using the Purdew-Burke-Ernzerhoff (PBE) generalized gradi-
ent approximation (GGA) [41,42]. The unit cell shape, volume,
and ionic positions were allowed to relax until the force acting
on each atom was less than or equal to 0.01 eV/A [43]. We have
found that for V30s, V407, and VgOq3, the optimization of the
high-temperature structure results in approximately the same cell
shape and ionic positions as the low-temperature phase. This
behavior is most likely because for these three compounds, the dif-
ferences in geometry occurring over the MIT are relatively small.
Therefore, we have relaxed the low-temperature phase of V30s,
V407, and VgOqs. For the high-temperature phase, we fixed the
experimental lattice constants, positioned the atoms in their
experimental configurations [13,15,16], and relaxed all internal
degrees of freedom. Thus, the experimentally reported structural
geometry was retained after full relaxation. For VO,, V,0s, and
V503, the structural differences between the high- and low-
temperature phases are substantial enough that we were able to
relax both phases completely, including lattice constants, while
maintaining geometries similar to the respective experimentally
determined structure. The resultant structures were used through-
out the remainder of the calculations.

The formation energy of each compound was computed
through implementation of GGA. High-precision static calculations

were performed in order to obtain an accurate final energy. Using
this value, we found the formation energy by calculating the differ-
ence between the energy of the VO, compound and the energies
of its constituents in their ground states. Accordingly, the following
equation was used: Epom = E(VXOy) - XE(V) - yE(O,)/2. Further-
more, for consistency of comparison between different com-
pounds, we calculated E;o;m = 2Erorm/y, Which is what is reported
in the results.

Next, the electronic charge transfer was calculated for both the
high- and low-temperature phase of each compound. This calcula-
tion was done by using Bader’s analysis [44] to find the charge den-
sity corresponding to each individual atom within the compound.
From this data, the average charge transfer from oxygen to vana-
dium was determined.

To study the electronic and optical properties, we implemented
two methods: the Heyd-Scuseria-Ernzerhof hybrid functional
(HSEO06) and the GGA + U scheme. For the latter method, we have
chosen to implement the approach developed by Dudarev et al.
[45]. In this approach, a self-energy correction term, which
depends on given U- and J-values, is computed and added to the
standard GGA energy. However, for this approach, only the differ-
ence between U and J is meaningful (Ugy=U - J) [45]. Previous
works have shown that results vary substantially depending on
the magnitude of the U and J of choice [5,29,30,46,47]. In this work,
we have set U = 3.25eV and J = 0.0 eV, so that the effective U-
value (Ugp) is equal to 3.25 eV. These values are in accordance with
the results found by Wang et al. [48]. We have applied the self-
energy correction term to the d orbitals of vanadium [49]. By
implementing these methods within VASP, the electronic density
of states was computed of each compound. We have also obtained
the energy-dependent complex dielectric function (¢ = ¢; +igy)
[50,51]. Complex optical conductivity spectra (¢) are determined
from spectra in g, with the real part of the optical conductivity cal-
culated by [52]:

Re o(w) = (wey)/(4m).

3. Results and discussion
3.1. Structure details

The compounds under study display a wide variety of lattice
types and space groups, as listed along with lattice constants and
angles in Table 1. There is good agreement between our computed
structural unit cell parameters and experimentally measured val-
ues from the literature where available. Slight deviations consis-
tent with those expected from the application of the GGA
method [53,54] are observed. Previous theoretical studies on vari-
ous vanadium oxides provide relaxed cell parameters which agree
with our results. Two works [5,55] regarding the high-temperature
phase of V,05 have reported that structural optimization resulted
in a noticeable increase of the c-axis length and small decreases
of a- and b-axes, with which our results agree. A separate study
[36] on low-temperature V,0s noticed similar effects, in which
the longest axis of the unit cell increased and the remaining two
axes decreased. Our calculated lattice parameters for V,0s5 are con-
sistent with this result. A recent work [56] has studied VO,, V,0s3,
and V,0s through the implementation of the local density approx-
imation (LDA). Their calculated lattice parameters show overall
agreement with our work, although some there is some differences
in the V,03 cell size and shape. These differences are well under-
stood due to the different approximations (GGA vs. LDA) used [57].

Fig. 1 shows visual representations of each crystal structure. At
first glance, all compounds appear to consist of VOg octahedra.
However, for many of the compounds, the octahedra exhibit
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Table 1

Unit cell structures for each compound in both the high- and low-temperature phase, represented by “HT” and “LT". Our calculated values of structural parameters are shown. For
comparison, experimental parameters are listed in parentheses. For structures which have equivalent a- and b-values, “-" is listed for b. All compounds have been structurally
optimized, with the exception of V50s, V407, and VgO13 in their high-temperature phases, where experimental lattice constants were used. It was determined that relaxation of
these phases resulted in approximately the same cell shape and ionic positions as the low-temperature phase. Thus, we have used experimental configurations for these three

high-temperature phases.

Compound Phase Lattice type Space group a(A) b (A) c(A) o B,y (°)

VO,? HT Tetragonal P4,/mnm 4.542 (4.530) - 2.826 (2.869) 90.00 (90.00)
VO,° LT Monoclinic P24/c 5.662 (5.742) 4532 (4517)  5.346 (5.375) 122.05 (122.61)
V,05¢ HT Monoclinic P2,/m 6.958 (7.114) 3.552 (3.561)  6.242 (6.284) 90.18 (90.07)
V,05¢ LT Orthorhombic ~ Pmmn 11573 (11.512)  3.544 (3.564)  4.23 (4.368) 90.00 (90.00)
V,05° HT Hexagonal R3¢ 4.828 (4.925) - 14.146 (13.837)  120.00 (120.00)
V,057 LT Monoclinic 2/c 7.494 (7.274) 4690 (5.005)  5.737 (5.551) 96.78 (96.78)
V5058 HT Monoclinic 2Jc (9.846) (5.027) (7.009) (109.536)
V505" LT Monoclinic P2Jc 9.831 (9.859) 4986 (5.042)  6.997 (6.991) 109.47 (109.48)
V40, HT Triclinic Pi (5.509) (7.008) (12.256) (95.10, 95.17, 109.2)
V,40/' LT Triclinic P1 5.537 (5.503) 6.696 (6.997) 11.931 (12.256) 94.30, 91.79, 106.71 (94.86, 95.16, 109.39)
V605 HT Monoclinic 2/m (11.922) (3.680) (10.138) (100.87)
V015 LT Monoclinic Pc 11.808 (11.963)  3.674(3.711)  10.055 (10.060)  100.90 (100.92)
a Ref. [7].
b Ref. [8].

< Ref. [9].
4 Ref. [10].

e Ref. [11].

' Ref. [12].
% Ref. [13].
' Ref. [14].

I Ref. [15].

J Ref. [16].

K Ref. [17].

extreme distortion. Virtually all bond angles deviate from the ideal
angle of 90° and the bond lengths also vary for each surrounding
atom. The distribution of both the bond lengths and angles within
each compound are displayed in Fig. 2. As a result of the structural
deformations, Fig. 2 shows a wide range of the length and angle
distributions for most compounds. These distortions are known
to occur in transition metal oxides, especially vanadium oxide,
and have been suggested to be caused by second-order Jahn-
Teller effects [58]. After closer examination of the structures, we
have noticed an interesting result of these deformations. For the
majority of compounds, if only the more closely bonded atoms
are taken into account, the structures exhibit different geometric
forms, as opposed to the typical octahedral coordination. V,05
and VgO,3 are exemplary cases of this characteristic. For each of
these two compounds (in either phase), the octahedra are distorted
in a way that for each octahedron, one oxygen atom is greatly dis-
placed away from the central vanadium atom, therefore causing
the rest of the V—0 bonds to exhibit square-pyramidal geometries.
This displacement of certain atoms can also be seen in Fig. 2. It is
clear that both V,05 and VO3 contain a very wide range of bond
lengths, and there exists strong outliers in the data. Excluding
these outliers causes the V-coordination to appear more square-
pyramidal, as opposed to octahedral. This agrees with previous
reports which have found that V,05 and VgO;3 consist of weakly
bonded layers, made up of square-based pyramids, which interact
mainly via Van der Waals bonding [16,17,35,59]. The structures of
VO,, V503, V407, and V305, display characteristics of both octahe-
dral and tetrahedral coordinations, as shown in Fig. 1. Considering
that the more closely bonded atoms will have a notably greater
impact on the properties of the compound, these structural classi-
fications will prove useful when discussing an explanation of the
electronic structure of the materials. Eyert and Hock have studied
V,0s5 through ab initio methods, reported these types of structural
distortions, and discussed their effect on the electronic structure of
the compound [60]. Here, similar effects occur, in agreement with
the results of Eyert and Hock for V,0s, and in many of the other
compounds in this study.

The formation energies of each structure have been computed
and listed in Table 2. Our results agree well with previous works
reporting formation energies of certain vanadium oxides through
ab initio methods [3,48]. For the compounds in this study, the nor-
malized formation energies (E,,m) range from about -5.6 to —7.7
eV/0,. The results indicate that high-temperature V,05 is the most
stable compound, whereas high-temperature V,0s is the least.
With regards to the MIT, there appears to be only a small difference
between the formation energies of the high- and low-temperature
phases for most compounds.

3.2. Charge transfer

Charge transfer has been computed for the high- and low-
temperature phase of each compound. We define charge transfer
as the amount of negative charge, in terms of elementary elec-
tronic charge (—e), which is transferred from vanadium to oxygen.
The results show that for most compounds, charge transfer varies
for each individual atom. The magnitude of the variation is largely
dependent on the compound, as displayed in Fig. 3. Both VO, and
V,03 experience very little variation, while the rest of the com-
pounds contain a much greater variety of charge transfer values.
This behavior is especially the case for V,05 and VO3, which dis-
play the largest range of deviations. These two compounds also
have the most disperse distribution of bond lengths and angles,
as seen in Fig. 2. Conversely, VO, and V,03, which both had rela-
tively small bond length/angle deviations, display a very narrow
range of charge transfer values. It appears that this correlation is
consistent for all compounds reported here. The range of charge
transfer is directly related to the level of bond length and angle
variation. Therefore, we conclude that the charge transfer and crys-
tal structure are closely linked. Additionally, Fig. 3 shows that there
exist distinct groups of oxygen atoms within each compound
which exhibit slightly unequal values of charge transfer. These
are related to symmetrically in-equivalent types of oxygen posi-
tions within the structure. For example, the low-temperature
phase of V,0s5 contains three in-equivalent oxygen sites [10]



NJ. Szymanski et al./ Computational Materials Science 146 (2018) 310-318 313

3 4
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Fig. 1. Visual representations of the unit cell of each compound in the high- (left) and low-temperature (right) phase, as obtained through VESTA [73]. The blue points
represent oxygen atoms, while the red points represent vanadium atoms. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

resulting in three distinct groups of charge transfer values. Similar
results occur for all other compounds in this work.

Average charge transfer values for each compound have also
been calculated by analyzing the charge associated with each oxy-
gen atom, determining the amount of negative charge each oxygen
has received, and computing the arithmetic mean of these values.
The results are displayed in Fig. 4 with exact values listed in
Table S1 of the supplementary material. There is no consistent
change in charge transfer over the MIT for the compounds in this
work. For most compounds, there is almost zero difference
between the charge transfer of the high- and low-temperature
phases (<0.01 e). V,03 and V¢O13 do exhibit some noticeable differ-
ences between the charge transfer of their high- and low-
temperature phases, however the magnitude remains relatively
small (0.01-0.05 e). Lastly, charge transfer as a function of vana-
dium to oxygen ratio is considered. The results show that for both
the high- and low-temperature phases of all compounds, charge
transfer decreases monotonically as a function of V-O ratio.

3.3. Electronic structure
We have calculated the electronic density of states for each

compound through implementation of the hybrid HSEO06 func-
tional. From the resultant density of states, the band gaps were

VgOr,

#

computed for all compounds. Our calculated band gaps along with
known experimental values are listed in Table 3. We have shown
that the HSEO6 functional provides a reasonably accurate predic-
tion of band gap energies for almost all materials. The results show
a great improvement in accuracy when compared to previous
works which used solely the generalized gradient approximation
(GGA) or local density approximation (LDA), both of which have
resulted in underestimation of the band gaps [58,60,61]. These
results also display an improvement over the GW method, which
has been shown to slightly overestimate the gaps [33,35]. In a pre-
vious work, Guo and Robertson [5] have completed similar calcula-
tions by implementing hybrid functionals to compute the
electronic structure for VO, and V,0s, resulting in band gaps of
0.53 and 0.6 eV respectively, which compare well with our results.
For the low-temperature phase of V4,0, our calculated band gap
does exhibit relatively large error as compared to experimental
data, with a computed value of 0.83 eV versus the experimental
value of 0.1 eV [22]. However, this over-estimation is consistent
with earlier computational work of Botana et al., in which LDA +
U was implemented, resulting in a band gap of 0.6 eV for the
low-temperature phase of V,0; [30].

We have also tested the accuracy of GGA+U when used to
determine the electronic structure of vanadium oxides. We used
a U-value of 3.25 eV, as recommended by Wang et al. [48]. The
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Fig. 2. The distribution of bond lengths and angles for all materials in this study.
Each compound is shown in both the high- (left) and low-temperature (right)
phase. Each dot represents a V—0 bond length or O—V—0 bond angle within the
unit cell. The median value of the lengths/angles is shown by the red lines. The
boxes extend from the lower to upper quartile values of the data, whereas the
whiskers extend to show the range of the data. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this
article.)

Table 2

Normalized formation energies of each compound in both the high-
and low-temperature phase, represented by “HT” and “LT". The values
shown are in units of eV/O,, where O, represents the number of
oxygen molecules within the unit cell of each compound.

Compound Phase Enorm (€V[03)
VO, HT -7.162
VO, LT —7.158
V,0s HT -6.370
V,05 LT —6.458
V,03 HT —7.682
V,03 LT -7.118
V305 HT —-7.635
V305 LT ~7.532
V4,0, HT —7.601
V407 LT -7.592
V6013 HT —6.982
V6013 LT —6.981

densities of states derived from GGA + U are qualitatively very sim-
ilar to the densities derived from hybrid functionals for all com-
pounds in this study. However, the magnitude of the computed
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the reader is referred to the web version of this article.)
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band gap does vary substantially depending on the method used.
Our results show that GGA + U results in a consistent underestima-
tion of the band gap. Therefore, we conclude that hybrid function-
als provide a more reliable ab initio method to determine the band
gap energies of vanadium oxides and possibly for similar materials.

Despite the shortcomings of GGA + U with respect to the predic-
tion of band gaps, we found that this method yields optical proper-
ties which are much closer to those reported in experimental work
[21-24] when compared to results found through our use of hybrid
functionals. Therefore, in Fig. 5, we show the projected density of
states for each compound, as found with the GGA + U method.
The results for each compound show that the p orbital states are
filled i.e. are below the E;, while the d orbital states are unfilled,
as expected. The d orbital states have been plotted in their tyg/t,
and e, components. The t,4/t, densities represent the sum of the
dyy, dy;, and dy, states, and the e, densities represent the sum of
the dy.y» and d,, states. As according to convention, we use g
for octahedral and square pyramidal coordination, and ¢, for tetra-
hedral coordination. The energy positioning of the t,/t, and e,
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Table 3

Electronic band gap energy values for each compound obtained though HSE06
calculations, along with experimental values from the literature for comparison. “HT”
and “LT” represent the high- and low-temperature phase. *Experimental data for the
band gap of the high-temperature phase of this compound is limited.

Compound Phase Exp. Band Gap (eV) Calc. Band Gap (eV)
VO, HT 0.00 0.00
VO, LT 0.60° 0.66
V,05 HT * 232
V,05 LT 2.35° 2.62
V505 HT 0.00 0.00
V503 LT 0.66° 0.78
V305 HT 0.00 0.00
V305 LT 0.62¢ 0.55
V40, HT 0.00 0.00
V40, LT 0.10° 0.83
V6013 HT 0.00 0.00
V6013 LT 0.20 0.17
3 Ref. [18].

b Ref. [19].

¢ Ref. [20].

9 Ref. [21].

€ Ref. [22].

f Ref. [23].

orbitals shows mixed results which depend strongly on the com-
pound. These characteristics can be interpreted as resulting from
the molecular geometries. Typically, crystal field splitting is known
to cause separation of the t,,/t; and e orbitals [62]. For compounds
with octahedral or square pyramidal coordination, the t,, orbitals
tend to occupy the lower energies, while the eg orbitals lie higher
[62]. Square pyramidal coordination causes a larger separation of
tyg and eg orbitals as compared to octahedral coordination [62].
Conversely, tetrahedral geometry leads to an opposite effect,
where the t, orbitals have a higher energy than the e, orbitals,
although the separation is relatively small [62]. Other molecular
coordination types also cause splitting, but generally exhibit more
mixing of the ty./t, and eg orbitals [58]. As discussed earlier, the
majority of compounds are distorted in such a way that they exhi-
bit more than one type of geometry, which helps to explain their
electronic structures. The two compounds which exhibit the most
prominent splitting of orbitals are V,05 and VOs3. In each, the eg
bands lie higher in energy than the t,; bands. This observation cor-
relates with the structures of V,05 and V013, which exhibit square
pyramidal coordination. One other compound which experiences
noticeable splitting (although to a lesser degree), is the high-
temperature phase of V,05;. However, for this compound, the tg
bands occur above the e, bands. This behavior indicates that the
high-temperature V,0; exhibits properties corresponding to a
tetrahedral geometry, which agrees with our analysis of the struc-
ture in Section 3.1. Similar effects occur for the low-temperature
phase of VO,. For much of the rest of the compounds, the orbitals
appear to be mostly mixed, which is most likely due to multiple
underlying structural characteristics which cause opposing effects.
Consider the properties of V40; as an example. Its structure
appears to exhibit both octahedral and tetrahedral properties, as
stated previously in Section 3.1. It is known that these two molec-
ular coordinations have opposite effects on the energy positioning
of the ty/ty and eg orbitals [62]. Therefore, the result is strong
blending of the orbitals, with no clear separation. Thus, the pro-
jected density of states provides further evidence that it may be
more proper to characterize the structures of vanadium oxides as
forms different from typical octahedral coordination.

3.4. Optical properties

The optical calculations were initially performed using hybrid
functionals, the results of which are shown in Figs. S1 and S2 of

the supplementary material. Although this method gave an accu-
rate description of band gap energies for the most compounds in
this study, the results for the complex dielectric function were in
very poor agreement with experimental measurements [22,24-
27]. The general pattern of the calculated optical conductivity
was fairly similar to experimental data, but the photon energy val-
ues at which specific features occur are shifted significantly to
higher energies. This type of discrepancy in optical properties of
vanadium oxides is consistent with previous theoretical results
found using hybrid HSE06 functionals for VO, [31,32] and the
GW approximation for V,0s5 [35]. It is known that electron-hole
interaction and lattice polarization each cause dielectric spectra
to be shifted towards lower energies [63-65]|. Standard hybrid
functionals do not account for these effects, and therefore tend to
overestimate the energies at which absorption peaks occur [66].
Typically, the error is relatively small; silicon, for example, exhibits
a shift of about 0.5 eV [67]. However, for materials which exhibit
strong interaction and/or polarization, the discrepancy becomes
substantial. Computed dielectric functions for compounds such
as LiF, NaCl, and AIN have been shown to overestimate the absorp-
tion peaks by 3-4eV [65,67]. Therefore, we conclude that our
results indicate strong electron-hole interaction and lattice polar-
ization within the systems.

Considering this issue with hybrid functionals, we also com-
puted optical properties with the GGA + U method. Since the U-
value is chosen based on experimental data, this method should
better account for the strong electron-hole interaction and lattice
polarization within these compounds. The resultant complex
dielectric function spectra are displayed in Fig. S3 of the supple-
mentary material. Due to the anisotropic nature of the compounds,
&7 and &, are plotted in their directional (x, y, and z) components.
For compounds with monoclinic or triclinic geometries, off-
diagonal elements of the dielectric tensor are also shown. Here,
we focus on the property of optical conductivity, which is most
widely studied in the literature. Fig. 6 shows the comparison
between the calculated and experimental optical conductivities
for all compounds in this study, with the exception of high-
temperature V,0s, as it has not been experimentally reported,
most likely due to its high critical temperature of 530 K. Therefore,
a purely predictive description for the optical conductivity of this
compound is provided. For the remaining compounds, the features
of the conductivity match with experimental data qualitatively
well. The results appear to closely coincide with experimental data
in the cases of VO,, V,0s, and V,0s3, but this degree of correlation
changes for the remaining three compounds. The calculated optical
conductivities of V505, V407, and V043 display much greater dis-
agreement with experimental data, as opposed to the first three
compounds. One potential cause for this difference could be the
choice of the U-value used throughout the calculations. In the work
of Wang et al., only VO,, V,0s, and V,03 were taken into account
when determining the most effective U-value to use for vanadium
oxide compounds. This was a reasonable choice, given that these
three compounds are the most common of the vanadium oxides.
We suggest that further investigation into this problem could be
beneficial. Determining a proper U-value through a more refined
approach, such as considering the coordination sphere around
the cation, would be a likely solution [68,69].

Further analysis reveals another noticeable pattern, which is the
failure of the theoretical results to predict any substantial rise in
the optical conductivity of metallic compounds at low frequencies.
According to Drude theory for metals, the imaginary part of the
dielectric function (&) should approach infinity as photon fre-
quency approaches zero (which is known as the Drude tail) [70].
Optical conductivity is directly related to ¢&,, and should therefore
rise substantially at low frequencies. This phenomenon is observed
in the experimental data [22,24-27]. In vanadium oxides, the



316 N.J. Szymanski et al./ Computational Materials Science 146 (2018) 310-318

V02 V205
41 High-T » == Nty 5.0
i 2.5 4
- -~~~ 0.0 4
S S
9 Q54
(%) ")
% %—5.0 4
2 2
% ‘? 5.0 1
C 2 2.5 1
() [
()] 0 0.0
_2‘5 -
_5'0 -
-10 -5 0 5 10 ~10 0
Energies (eV) Energies (eV)
V,03 V305
10 A
; —_
© 3
n wn
Y10 I
S S - , - - , -
o L
n n
5 5 )
(a] 0O o+
-5 1
10 A 107
-10 —'5 (') é 10 10
Energies (eV) Energies (eV)
V405 V6013
—= Viy
10 4 Ve, 10 1
— Op
~ 0+ < 0
3 3
a m 10 4
g 3
© ©
P -
U LU
2 2
-a .m 10 4
c C
[ ()]
[a) [a R
-10 4
-10 -5 5 10 _10 5 0 5 10

0 0
Energies (eV) Energies (eV)

Fig. 5. Density of states, as calculated through the GGA + U method with a U-value of 3.25 eV. Spin-up densities are represented by positive values are plotted above the y-
axis. Spin-down densities are represented by negative values are plotted below. The Fermi energy of each compound is set to 0 eV. Vanadium electrons occupy the d orbitals,
which are plotted in their t,g/t; and e, components. Oxygen electrons occupy the p orbitals, and are plotted as such.

Drude tail is typically attributed to free carrier absorption and d-d between the implemented U-value and the magnitude of the
intraband transitions [71]. Since our optical conductivity as Drude tail. Decreasing the U-value caused an increase in the
derived from GGA + U fails to predict the Drude tail, we computed conductivity at low frequencies. Standard GGA calculations (zero
optical conductivity with decreasing U-values and analyzed the U-value) resulted in the greatest rise in conductivity as frequency
results. We found that there was a direct inverse correlation approached zero. Therefore, we conclude that the addition of the
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U-value causes a reduction in strength of free carrier absorption
and d-d intraband transitions for the metallic compounds in this
study.

4. Conclusion

Structural, electronic, and optical properties of VO,, V,0s, V503,
V305, V407, and VgOq3 in their low- and high-temperature variants
have been obtained using first principles computational methods.
Examination of the structures has shown that many of the com-
pounds in this study exhibit a strong distortion of their octahedral
complexes. These distortions lead us to believe that many of the
compounds should be considered to exhibit various other molecu-
lar geometries, as opposed to simply classifying them as having
octahedral coordination.

Bader’s analysis quantified charge transfer for each compound
over the MIT. The magnitude of the charge transfer appears to be
closely tied to the underlying structure within each phase. The
results show no consistency in change of charge transfer over the
transition, therefore leading us to believe that charge transfer plays
little to no role in the MIT. The charge transfer is also shown to
decrease monotonically as V-0 ratio increases for all compounds.

Hybrid functionals are capable of accurately predicting the band
gap of the majority of compounds in this study, which provides
evidence that this method could be used for electronic structure
calculations of other strongly correlated materials. The GGA +U
method has also been implemented to describe the electronic
structure of the compounds. The partial density of states, com-
puted with GGA + U, supports our hypothesis regarding the struc-
tural characteristics of the system, as results show the energy
positioning of the t,, and ez orbitals deviates substantially from
the expected characteristics of compounds with octahedral
structures.

Complex dielectric function and complex optical conductivity
spectra have been computed using both hybrid functionals and
the GGA + U method. The results have shown that although the
hybrid functionals give an accurate prediction of band gap ener-
gies, they are unable to predict the optical properties of the com-
pounds to the same degree of accuracy. As compared with our
computed values, the experimental dielectric spectra are shifted
substantially towards lower energies, implying strong electron-
hole interaction and lattice polarization within the systems. The
GGA +U method provides a much better description of optical
properties for vanadium oxides. Based on the pattern of discrepan-
cies in the optical conductivity, we propose the potential project of
determining a more suitable U-value for V505, V4,05, and VgO13. We
also suggest that the addition of the U-value causes a large reduc-
tion of free carrier absorption and d-d intraband transitions, there-
fore failing to predict a characteristic Drude tail for the metallic
compounds.
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