Bandgap and strain engineering in epitaxial rocksalt structure (Ti0.5Mg0.5)1−xAlxN(001) semiconductors†

Baiwei Wang, Minghua Zhang, Vijaya Adhikari, Peijiao Fang, Sanjay V. Khare and Daniel Gall

Rocksalt structure nitrides emerge as a promising class of semiconductors for high-temperature thermoelectric and plasmonic applications. Controlling the bandgap and strain is essential for the development of a wide variety of electronic devices. Here we use (Ti0.5Mg0.5)1−xAlxN as a model system to explore and demonstrate the tunability of both the bandgap and the strain state in rocksalt structure nitrides, employing a combined experimental and computational approach. (Ti0.5Mg0.5)1−xAlxN layers with x ≤ 0.44 deposited on MgO(001) substrates by reactive co-sputtering at 700 °C are epitaxial single crystals with a solid-solution B1 rocksalt structure. The lattice mismatch with the substrate decreases with increasing x, leading to a transition in the strain-state from partially relaxed (74% and 38% for x = 0 and 0.09) to fully strained for x ≥ 0.22. First-principles calculations employing 64-atom Special Quasirandom Structures (SQS) indicate that the lattice constant decreases linearly with x according to \( a_0 = (4.308 - 0.234x) \) Å for 0 ≤ x ≤ 1. In contrast, the measured relaxed lattice parameter \( a_0 = (4.269 - 0.131x) \) Å is linear only for x ≤ 0.33, its composition dependence is less pronounced, and x > 0.44 leads to the nucleation of secondary phases. The fundamental (indirect) bandgap predicted using the same SQS supercells and the HSE06 functional increases from 1.0 to 2.6 eV for x = 0−0.75. In contrast, the onset of the measured optical absorption due to interband transitions increases only from 2.3 to 2.6 eV for x = 0−0.44, suggesting that the addition of Al in the solid solution relaxes the electron momentum conservation and causes a shift from direct to indirect gap transitions. The resistivity increases from 9.0 to 708 µΩ m at 77 K and from 6.8 to 89 µΩ m at 295 K with increasing x = 0−0.44, indicating an increasing carrier localization associated with a randomization of cation site occupation and the increasing bandgap which also causes a 33% reduction in the optical carrier concentration. The overall results demonstrate bandgap and strain engineering in rocksalt nitride semiconductors and show that, in contrast to conventional covalent semiconductors, the random cation site occupation strongly affects optical transitions.

Introduction

Nitride semiconductors with a rocksalt crystal structure are relatively unexplored but are expected to exhibit the advantageous physical properties known from conductive cubic transition metal nitrides which have a high hardness, chemical inertness, and high temperature stability and are used as hard wear-protective layers, diffusion barriers in microelectronics and photovoltaics, and optical or decorative coatings.1–8 Correspondingly, semiconducting rocksalt structure nitrides have promise for semiconductor devices in harsh, high-temperature environments but have also attracted interest because of their potential use in thermoelectric,9–11 plasmonic,12–14 and solar energy harvesting15–18 devices. Rocksalt structure nitrides are semiconductors if they have only 8 valence electrons per formula unit which completely fill the hybridized N_2p-Metal_d valence band while leaving the d conduction band empty.19 ScN is the prototypical rocksalt structure refractory nitride semiconductor with an indirect fundamental bandgap of 0.92 ± 0.05 eV.20 Incorporating Al to form Sc_{1−x}Al_xN ternary solid solutions allows to tune the bandgap as well as the electrical and thermal conductivity.21–23 However, ScN and related alloys have practical challenges associated with the high cost and limited purity of the Sc source metal20 and
limited crystalline quality due to a relatively large lattice misfit with MgO substrates. An alternative promising option to form rocksalt structure nitride semiconductors is to alloy MeN (Me = Ti, Zr, and Hf) with alkaline earth elements such as Mg, as simple electron counting suggests that a 50-50 Me-to-alkaline-earth ratio leads to a vanishing carrier density, while \( x < 0.5 \) and \( x > 0.5 \) in Me\(_1-x\)Mg\(_x\)N correspondingly result in n and p-type electron transport. Reported optical measurements and photoelectron spectroscopy studies confirm that Ti\(_{0.5}\)Mg\(_{0.5}\)N, for example, is a semiconductor with an optical bandgap of 2.0-2.2 eV.

Introducing Al in transition-metal nitrides is common as it is known to improve the mechanical strength and electrochemical stability. In addition, we envision that alloying Ti\(_{0.5}\)Mg\(_{0.5}\)N with AlN is particularly promising from a perspective of new rocksalt structure semiconductors: (i) Al incorporation provides opportunities for bandgap engineering as the gap in Ti\(_{0.5}\)Mg\(_{0.5}\)N alloys is expected to increase with \( x \) and relaxation of the momentum conservation may facilitate optical transitions at the fundamental indirect gap. (ii) The Al introduction may reduce the point defect density in Ti\(_{0.5}\)Mg\(_{0.5}\)N. In particular, Ti\(_{1-x}\)Mg\(_x\)N alloys contain a considerable density of nitrogen vacancies caused by a decreasing formation energy with increasing Mg content. We expect that Al counteracts the vacancy formation because an increasing \( x \) in Ti\(_{0.5}\)Mg\(_{0.5}\), Ti\(_{1-x}\)Al\(_x\)N increases the bandgap and effectively reduces the fraction of cation sites occupied by Mg, likely leading to an increase in the nitrogen vacancy formation energy. (iii) Al in Ti\(_{0.5}\)Mg\(_{0.5}\)N alloys is expected to reduce the lattice mismatch with MgO substrates and, therefore, suppress associated misfit strain and dislocations. The corresponding increase in crystalline quality is useful towards exploring semiconducting properties of rocksalt structure nitrides.

In this paper, we report on the growth and properties of epitaxial Ti\(_{0.5}\)Mg\(_{0.5}\)N substrates by reactive magnetron co-sputtering from titanium, magnesium and aluminum targets in 5 mTorr pure N\(_2\) at 700 °C. X-ray diffraction scans, rocking curves, and reciprocal space maps show that solid-solution B1 rocksalt Ti\(_{0.5}\)Mg\(_{0.5}\), Ti\(_{1-x}\)Al\(_x\)N layers with 0 ≤ \( x \) ≤ 0.44 are epitaxial single crystals, while extra peaks from a secondary phase emerge for layers with a higher Al content. The lattice constant decreases with increasing \( x \), leading to a decreasing lattice mismatch and, in turn, an increasing crystalline quality, a decreasing degree of strain relaxation, and layers that are fully coherent with the substrate for \( x \geq 0.22 \). Optical analyses show that increasing \( x \) results in an increasing bandgap and a decreasing carrier concentration, while electron transport measurements indicate an increasing resistivity and carrier localization. Complementary first-principles simulations corroborate the increasing bandgap and the decreasing lattice parameter with increasing \( x \).

The overall results confirm the envisioned potential for strain and bandgap engineering in rocksalt structure nitride semiconductors.

**Methods**

Ti\(_{0.5}\)Mg\(_{0.5}\), Ti\(_{1-x}\)Al\(_x\)N layers were deposited by reactive magnetron co-sputtering in a load-locked ultra-high vacuum deposition system that is well suited to deposit epitaxial nitride layers with negligible oxygen contamination. Double-side polished 10 × 10 × 0.5 mm\(^2\) single-crystal magnesium oxide MgO(001) substrates were cleaned in sequential ultrasonic baths of trichloroethylene, acetone, and isopropyl alcohol for 20 min each, rinsed in de-ionized water, blown dry with nitrogen, mounted onto a Mo substrate holder using silver paint, and inserted into the deposition system which had a base pressure of 10\(^{-9}\) Torr. Prior to deposition, substrates were degassed for 1 hour at 1000 °C using a radiative pyrolytic graphite heater. Subsequently, the heater current was adjusted to reach the desired substrate temperature of 700 °C, as measured by a thermocouple underneath the substrate holder. 99.999% pure N\(_2\), which was further purified with a MicroTorr purifier, was introduced into the chamber with a needle valve to reach a constant pressure of 5 mTorr, as measured with a capacitance manometer. 5 cm-diameter Ti (99.99%), Al (99.999%), and Mg (99.98%) targets were positioned 9, 23, and 9 cm from the substrate surface with a 45°, 0°, and +45° tilt angles, respectively. All three targets were sputter etched for 5 min prior to deposition, using 100 W on each magnetron with a shutter shielding the substrate. A Ti\(_{0.5}\)Mg\(_{0.5}\)N deposition rate of 3.8 nm min\(^{-1}\) was achieved using a constant power of 100 and 80 W to the titanium and magnesium targets, respectively. The dc power to the Al target was adjusted between 0 and 630 W to obtain a series of Ti\(_{1-x}\)Mg\(_x\)N layers with varying \( x = 0-0.44 \). During deposition, the substrate was continuously rotated at 60 rpm to ensure composition and thickness uniformity. A constant deposition time of 20 min for all layers yielded film thicknesses \( d = 75-135 \) nm, as determined by X-ray reflectivity (XRR) and scanning electron microscopy (SEM). Cross-sectional micrographs were obtained in a FEI Versa 3D field emission SEM with a 20 keV primary electron beam, using specimens that were prepared by cleaving samples along the [010] direction of the MgO(001) substrate. The layer thickness was determined from the micrograph by quantifying the intensity profile perpendicular to the substrate surface.

X-ray photoelectron spectroscopy (XPS) spectra were acquired using Al K\(_\alpha\) radiation (1486.6 eV) in a PHI 5000 VersaSorb system with a hemispherical analyzer and an 8-channel detector. The samples were analyzed after exposure to air but without any sputter cleaning, such that the XPS results are not affected by preferential sputtering which has been reported to lead to, for example, a 12% reduction in the measured N-to-Ti ratio during sputter cleaning of TiN with 3 keV Ar\(^+\) ions. High-resolution spectra around the Al 2p, Mg 1s, Ti 2p and N 1s peaks were collected using a 23.5 eV pass energy, a 0.2 eV step size, and a 1.2 eV electron flood gun in conjunction with a low-energy (7 eV) ion neutralizer to compensate for possible surface charging. The composition was determined from the relative peak intensities corresponding to the area under the curves after background subtraction using the Shirley correction, and employing the relative sensitivity factors from the PHI MultiPak software package.

X-ray diffraction (XRD) was done using a Panalytical X’Pert PRO MPD system with a Cu K\(_\alpha\) source and a hybrid mirror with a two-bounce two-crystal Ge(220) monochromator, yielding a parallel incident beam with a wavelength $\lambda_{K\alpha1} = 1.5406$ Å.
a divergence of 0.0068°, and a width of 0.3 mm. Sample alignment included height adjustment as well as correction of the ω and ζ tilt angles by maximizing the substrate peak intensity. Symmetric ω-2θ scans were obtained using a 0.04 radian Soller slit in front of a PIxcel line detector operated in receiving mode with a 0.165 mm active length, corresponding to a 2θ opening of less than 0.04°. ω-rocking curves were obtained using constant 2θ angles corresponding to (Ti, Mg, Al)N 002 reflections and using the same parallel beam geometry as used for ω-2θ scans. Asymmetric reciprocal space maps (RSMs) around 113 reflections were obtained using a small angle (below 15°) between the sample surface and the diffracted beam to cause beam narrowing which increases the 2θ resolution and therefore facilitates fast high-resolution reciprocal space mapping by taking advantage of parallel acquisition with all 255 channels of a line detector operated in scanning mode. In addition, ω–2θ scans with a divergent beam Bragg–Brentano geometry were acquired over a large 2θ range from 15°–85° in order to detect small inclusions of possible secondary phases or misoriented grains.

Optical ultraviolet-to-visible (UV-Vis) transmittance T and reflectance R spectra were collected in an Agilent Cary 60 spectrophotometer over the wavelength range 190–1100 nm in 1.5 nm-steps. The reflectance spectra were obtained using a 6° incident angle and were calibrated using an Al mirror reference that was cross-calibrated with the reflection from a double-side polished MgO(001) substrate and optical constants for MgO from Palik’s handbook.36 The refractive index of the substrate as a function of wavelength was determined from R and T spectra of uncoated substrates by accounting for multiple reflections between the two air/MgO interfaces. It agrees well with the reported MgO refractive index36 with deviations ≤4% for the majority of the wavelength range. All optical analyses assume normal incident light for reflection instead of the experimental 6°, which causes a negligible (<1%) error in the presented data. The collected spectra are treated using a three-media model (air/film/substrate) which assumes the light passing from air to a thin film of constant thickness and parallel surfaces (top and bottom) and then to the substrate.55,37 The absorption within the MgO substrates is accounted for but results in a negligible correction in comparison to non-absorbing media for the investigated wavelength range. The optical absorption coefficient α is obtained from the measured T and R using α = ln([1 – R]/T)/d,38 where d is the layer thickness. This approximate expression accounts for reflection at the layer surface but neglects multiple reflections within the layer, which have a negligible effect for sufficiently absorbing media. The R spectra are analyzed using a Drude–Lorentz model e(ω) = ε∞ – αω2/(ω2 – iγω/ωp) + fσω2/(ω2 – ω2 – iγω/ωp), where the onset of interband transitions is modeled with a Lorentz oscillator with strength fσ, frequency ωp, and damping factor γo. This single oscillator does not accurately describe the many interband transitions in (Ti, Mg, Al)N and is therefore not used to quantify interband transitions. However, it is nevertheless useful as it extends the energy range for data fitting of the reflection spectra from the near infrared region which is dominated by free carrier effects up to, and slightly into, the interband transition range. Higher energy transitions are accounted for by ε(x), which is the dielectric constant for energies well above ωp. The free carrier contribution is described with a classical Drude term, where the free carrier damping γd corresponds to the inverse of the carrier relaxation time τ, and the plasma frequency ωp is related to the free carrier density N0 according to ωp = NCe2/(ε0εr m*) in SI units.16 Here, e is the electron charge, εr the dielectric constant of the medium at optical frequencies, and m* the electron effective mass.

First-principles density functional theory computations were performed with the Vienna Ab initio Simulation Package (VASP)39 using the projector augmented wave (PAW)40,41 method. Structural relaxations were done using the Perdew–Burke–Ernzerhof (PBE) generalized gradient approximation (GGA),42 pseudo-potentials Ti_sv, Mg_pw, Al and N from the VASP database,41 a plane wave energy cut-off of 520 eV, regular k-point meshes with 6000 k-points per reciprocal atom (KPPRA), Gaussian smearing with a 0.1 eV width, and a convergence limit for the electronic minimization <10–6 eV per atom. The lattice parameters were determined as a function of the compositional parameter x in (Ti0.5Mg0.5)1–xAlxN alloys in the cubic rocksalt structure by generating Special Quasirandom Structures (SQS) with x = 0, 0.25, 0.5, 0.75 and 1. The SQS represents the completely disordered (random solid solution) configuration that is generated from Monte Carlo simulations with the cluster expansion method.43–45 Each SQS is a 64-atom supercell with 32 N atoms on the anion sites and a mixture of Ti, Mg, and Al atoms on the 32 cation sites. Structural optimization was done by allowing the cell volume, shape and atomic positions to relax until the stress was minimized and the force on any atom was below 0.01 eV Å–1 as described in earlier works.46,47 This results in relaxed super cells that are not perfectly cubic. However, the angles between the three relaxed unit vectors deviate by less than 1° from normal and their lengths differ by less than 1%, such that the deviation from cubic is assumed to be negligible and a single lattice constant is determined from the calculated unit cell volume.

Bandgaps were determined using hybrid functional calculations according to Heyd–Scuseria–Ernzerhof (HSE06)48 which use a 73%/25% mix of PBE and Hartree–Fock (HF) functionals. These calculations are done for the 64-atom SQS supercells with x = 0–0.75 as relaxed with PBE but without further relaxation, and using 2 × 2 × 2 k-point grids, a 450 eV energy cutoff, and pseudopotentials that include the 2s and 2p electrons for Mg and 3s and 3p electrons for Ti in the cores. The fundamental bandgaps were determined from the difference between the conduction band minimum and the valence band maximum, where the former is obtained from the plotted density of states (DOS) using data fitting that assumes the conduction band DOS ∝ E1/2. The (HSE06) electronic structure of rocksalt AlN (x = 1) was calculated using a two-atom primitive unit cell and the same computational parameters as for the 64-atom supercells but a 10 × 10 × 10 k-point grid. This provides values for both the fundamental indirect gap as well as the lowest-energy direct interband transition (direct gap). A relaxed 4-atom tetragonal unit cell which corresponds to an ordered Ti0.5Mg0.5N (x = 0) with Ti and Mg atoms on alternating (001) planes was
Results and discussion

Fig. 1 summarizes the results from the compositional analyses by photoelectron spectroscopy, showing a plot of the Al content in the layers as a function of power $P_{\text{Al}}$ applied to the Al target during deposition. The measured N-to-metal ratio is approximately unity for all layers, ranging from 0.98–1.06 as listed in the inset in Fig. 1. Thus, within experimental uncertainty, the layers exhibit a stoichiometric 1:1 cation-to-anion ratio, as expected for a rocksalt structure solid solution. The Mg content approximately unity for all layers, ranging from 0.98–1.06 as listed in the table also includes the measured composition and thickness analyses done by XRR and SEM. The solid and dashed lines are used to directly quantify $x$. The resulting values are plotted as blue circles in Fig. 1, and are in excellent agreement with the red squares from XPS measurements. More specifically, the plot shows that $x$ increases approximately linearly from zero for $(\text{Ti}_{0.5}\text{Mg}_{0.5})\text{N}$ to $x = 0.09$ (0.052), 0.22 (0.222), 0.33 (0.331), and 0.44 (0.443) for $P_{\text{Al}} = 140, 300, 435,$ and $650 \text{ W,}$ where the values in parenthesis are those obtained from the thickness analysis, indicating deviations of $\Delta x < 0.04$ for the two independent measurements. We note that the uncertainty in the values in parenthesis is $\pm0.02–0.04$ but that they are nevertheless given with three significant figures to indicate the level of agreement with the $x$-values from the XPS analyses.

The solid line through the data points is the result from linear curve fitting, indicating that the Al content $x$ in $(\text{Ti}_{0.5}\text{Mg}_{0.5})_{1-x}\text{Al}_x\text{N}$ increases linearly with $P_{\text{Al}}$. We note, however, that such a linear increase is only expected for small $x$ values, while assuming an Al deposition rate that is proportional to $P_{\text{Al}}$ would yield an expected composition $x = P_{\text{Al}}/(P_{\text{Al}} + C)$. Here $C$ corresponds to $P_{\text{Al}}$ that results in $x = 0.5$. It is determined to be $C = 930 \text{ W from curve fitting, which also yields the dashed line}$ in Fig. 1. The dashed line clearly overestimates the Al content for small $P_{\text{Al}}$. We attribute this to poisoning of the Al target surface by the formation of insulating AlN patches that reduce the sputtering yield particularly at low sputtering rates for which removal of AlN from the target surface is limited. Conversely, the energetic flux between the cathode and the substrate at high $P_{\text{Al}}$ facilitates directional transport of sputtered atoms, minimizing scattering and thermalization of Al atoms in the vapor phase and results in the measured $x$ above the dashed line for $P_{\text{Al}} = 650 \text{ W.}$ This latter effect has previously been referred to as sputter wind.49,50

Fig. 2 shows sections of typical X-ray diffraction $\omega$–$2\theta$ patterns for $2\theta = 41.7$–43.1° from $(\text{Ti}_{0.5}\text{Mg}_{0.5})_{1-x}\text{Al}_x\text{N}$ layers with $x = 0.00–0.44$, as labeled. The intensity is plotted on a logarithmic scale and the scans are offset vertically for clarity purposes. All patterns exhibit a MgO 002 substrate peak at $2\theta = 42.89°$, corresponding to a lattice constant $a_0 = 4.214 \pm 0.002 \text{ Å}$ which is in agreement with the published 4.212 Å from bulk MgO crystals.51 In addition, they show a peak in the range $2\theta = 42.1$–42.7° which is attributed to the $(\text{Ti}_{0.5}\text{Mg}_{0.5})_{1-x}\text{Al}_x\text{N}$ 002 reflection. These are the only detectable peaks over the entire measured $2\theta = 15°–85°$ range, indicating strong preferred 001 orientation of the $(\text{Ti}_{0.5}\text{Mg}_{0.5})_{1-x}\text{Al}_x\text{N}$ layers for all samples. The pattern from the $(\text{Ti}_{0.5}\text{Mg}_{0.5})_x\text{N}$ layer ($x = 0.00$) has a peak at 42.16°, corresponding to an out-of-plane lattice constant $a_\perp = 4.283 \text{ Å.}$ This is within the range of previously reported values of 4.279–4.295 Å for $\text{Ti}_{0.5}\text{Mg}_{0.5}\text{N}/\text{MgO}(001)$ layers deposited by magnetron sputtering.26,27,31,52 We attribute the variation in reported lattice constants to different levels of strain relaxation, which depends on the growth temperature and layer thickness and is quantified and discussed for the samples in this study further below.

The alloy film with $x = 0.09$ yields a similar XRD pattern as for $\text{Ti}_{0.5}\text{Mg}_{0.5}\text{N}$, however, with the layer peak shifted to the right to $2\theta = 42.26°$, corresponding to a lattice parameter in the growth direction $a_\perp = 4.273 \text{ Å.}$ Increasing the Al concentration further...
to $x = 0.22$, 0.33, and 0.44 leads to a continuous peak shift to larger $2\theta$-values of 42.47°, 42.68°, and 42.71°, yielding a decreasing $a_\perp = 4.254$, 4.234, and 4.231 Å, respectively. This decrease is expected based on the lattice constant of rocksalt structure AlN of 4.045 Å\textsuperscript{53} which is 5% smaller than that for Ti\textsubscript{0.5}Mg\textsubscript{0.5}N. In addition, the layers with a large Al content also have a narrower and more intense (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{1}Al\textsubscript{x}N(001) peak.

More specifically, the peak intensity from layers with $x > 0.44$ is greater than that for Ti\textsubscript{0.5}Mg\textsubscript{0.5}N and a $\Gamma_{o0}$ of 42.47° and plotted in a linear scale. Its FWHM $\Gamma_{o0} = 0.06°$ is quite small in comparison to other epitaxial rocksalt structure nitrides with reported values ranging from 0.14–2.20°\textsuperscript{20,21,25,56–64} and indicates a strong crystalline alignment of the (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{0.78}Al\textsubscript{0.22}N 001 planes. The rocking curve width is relatively small for all layers, with $\Gamma_{o0} = 0.42°$, 0.29°, 0.04°, and 0.05° for $x = 0.00$, 0.09, 0.33, and 0.44, respectively. The smallest $\Gamma_{o0}$ value in this list is from the (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{0.47}Al\textsubscript{0.53}N layer which also exhibits the largest peak intensity in the main plot. Thus, the observed increasing peak intensity and decreasing $\Gamma_{20}$ and $\Gamma_{o0}$ are consistent and show the increasing crystalline quality with increasing $x < 0.44$.

Fig. 3 shows high-resolution XRD reciprocal space maps (RSMs) acquired about asymmetric 113 reflections from five (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{1}Al\textsubscript{x}N(001)/MgO(001) layers. They are shown as color filled iso-intensity contour maps plotted in a logarithmic scale within $k$-space where $k_\perp = 2\sin \theta \cos(\omega-\theta)/\lambda$ and $k_\parallel = 2\sin \theta \sin(\omega-\theta)/\lambda$ correspond to directions perpendicular and parallel to the substrate surface along perpendicular [001] and [110] directions, respectively, as indicated by the labeled arrows. The figure also includes a scale bar in units of reciprocal length (Å\textsuperscript{-1}) and arrows indicating the experimental $\omega$-20 and $\omega$ scan directions. The five strong peaks on the top of each panel are due to MgO 113 substrate reflections, while the lower peaks are from (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{1}Al\textsubscript{x}N 113. The dashed lines that connect the center of the MgO and layer 113 reflections serve as an indicator to gauge the degree of strain relaxation, as discussed below. We note that the broadening of the MgO 113 peak along the $\omega$-direction is associated with small-angle grain boundaries in the single crystal substrates while the elongation from the top-left toward the bottom-right are intrinsic resolution streaks associated with the Ge(220) crystal in the hybrid monochromator.\textsuperscript{62}

The out-of-plane $a_\perp$ and in-plane $a_\parallel$ lattice constants are determined from the peak positions. For example, the 113 peaks

![Figure 2: X-ray diffraction $\omega-2\theta$ scans from (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{1}Al\textsubscript{x}N(001) layers on MgO(001) with $x = 0–0.44$. The inset shows a typical $\omega$ rocking curve from the 002 reflection of the $x = 0.22$ layer.](image)

![Figure 3: RSMs about asymmetric 113 reflections from five (Ti\textsubscript{0.5}Mg\textsubscript{0.5})\textsubscript{1}Al\textsubscript{x}N(001)/MgO(001) layers.](image)
from the Ti0.5Mg0.5N (x = 0.00) sample are at k⊥ = 7.122 nm\(^{-1}\) and kℓ = 3.357 nm\(^{-1}\) for the MgO substrate and k⊥ = 7.011 nm\(^{-1}\) and kℓ = 3.323 nm\(^{-1}\) for the layer, yielding a⊥ = 4.212 ± 0.001 Å for MgO and a⊥ = 3/k⊥ = 4.279 ± 0.001 Å and a|| = √2/kℓ = 4.255 ± 0.002 Å for Ti0.5Mg0.5N. These values are in agreement with the out-of-plane lattice parameters of 4.214 ± 0.002 Å for MgO and 4.283 ± 0.002 Å for Ti0.5Mg0.5N determined from the ω-2θ scans shown in Fig. 2. The Ti0.5Mg0.5N out-of-plane lattice parameter is larger than the in-plane lattice parameter, suggesting a mild in-plane compressive strain ε∥ = (a∥/a0 − 1) = −0.35%, where the relaxed lattice constant a0 is determined using a0 = (a⊥ − ra⊥ + 2ra||)/(1 + ν) = 4.270 Å and ν is the Poisson’s ratio which is assumed to be a composition-independent constant of 0.22.63,64 This assumption has a negligible effect on the uncertainty in a0, since a change in ν from 0.22 to, for example, 0.25 causes a correction in a0 of only 0.02%. Our a0 = 4.270 Å is in good agreement with previous studies that have determined the relaxed lattice constants and reported values ranging from 4.265–4.273 Å.26,27,31 The −0.35% compressive strain is attributed to a ~1.4% misfit between the lattice constants of Ti0.5Mg0.5N and MgO. The strain is smaller than the misfit, indicating that the layer is partially relaxed. More specifically, the degree of relaxation δ = (a∥ − aMgO)/(a0 − aMgO) = 74% for the x = 0.00 layer. The relaxation of this layer is also evident from the tilt in the dashed line in the plotted map which indicates a left-shift of the layer peak in comparison to the substrate peak, and therefore a⊥ < aMgO. The map from the x = 0.09 layer also exhibits a peak that is located below and to the left of the MgO 113 reflection, indicating partial relaxation with δ = 38%. The x = 0.09 peak is shifted upwards in comparison to the x = 0.00 peak, indicating a smaller out-of-plane lattice constant a∥ which is attributed to a decreasing a0 with increasing x, as discussed below. The elliptical shape of the 113 reflections from these two layers (x = 0.00 and 0.09) in reciprocal space can be described by peak broadening along the two primary ω-2θ and ω scan directions, which are rotated by 25.24° from the k⊥ and kℓ directions. The broadening along ω-2θ is attributed to local strain variations and the finite layer thickness, while broadening along ω is primarily due to the mosaic spread, that is, the misalignment of crystallites which are single crystal blocks within the epitaxial (Ti0.5Mg0.5)1−xAlxN layer. We note that the 113 reflection from x = 0.09 is more confined in both ω-2θ and ω direction and also 2 times more intense than that of Ti0.5Mg0.5N, indicating a reduced crystalline mosaicity and improved crystalline quality, consistent with ω-2θ scans and ω-rocking curves discussed above.

The three RSMs on the right in Fig. 3 are from (Ti0.5Mg0.5)1−xAlxN layers with x = 0.22, 0.33 and 0.44. Their (Ti0.5Mg0.5)1−xAlxN 113 peaks are vertically aligned with the MgO 113 substrate peaks, indicating that these layers are fully strained (δ = 0) with a∥ = aMgO. The layer peaks shift upwards with increasing x, continuing the trend from x = 0.00 and 0.09 which is due to a decreasing lattice constant. This also results in a decreasing in-plane biaxial compressive strain from −0.63% for x = 0.22 to ε∥ = −0.35% and −0.34% for x = 0.33 and 0.44, respectively. The (Ti0.5Mg0.5)1−xAlxN 113 peaks are vertically elongated, which is primarily attributed to the finite layer thickness, consistent with the above discussion on the 002 peak widths. The RSMs shown in Fig. 3 confirm, in combination with the results from Fig. 2, that all (Ti0.5Mg0.5)1−xAlxN layers in this study are epitaxial single crystals and that they exhibit a cube-on-cube epitaxial relationship with the substrate: (001)\(\text{Ti}_{y}\text{Mg}_{1−y}\text{AlN}\) ([001] \(\text{MgO}\)) and [100] \(\text{Ti}_{y}\text{Mg}_{1−y}\text{AlN}\) [100] \(\text{MgO}\).

Fig. 4 is a plot of the out-of-plane a⊥, in-plane a||, and relaxed a0 lattice constants vs. x in (Ti0.5Mg0.5)1−xAlxN as determined by XRD analyses, and the lattice constants determined from our first-principles calculations. The plot includes two datasets for a⊥ indicated by open and solid red triangles, as obtained from the 002 peak position in ω-2θ scans and from the k⊥ values of the 113 reflection measured using RSMs, respectively. There is good overall agreement between these two distinct measurements from the same sample set with deviations of only 0.01–0.11%. The a⊥ values decrease with increasing x, indicating a decreasing lattice constant with increasing Al content, as mentioned above and discussed below. Similarly, the plotted a|| decreases initially with x but becomes independent of x for x ≥ 0.22. More specifically, the measured a|| for x = 0.22, 0.33, and 0.44 ranges from 4.211–4.213 Å which is, within experimental uncertainty, identical (±0.03% deviation) to the lattice constant of the substrate aMgO = 4.212 Å. This is also illustrated by the black horizontal solid line in Fig. 4 and is consistent with these layers being fully strained. The blue squares in Fig. 4 represent the relaxed lattice constant a0 which decreases for 4.270 Å for Ti0.5Mg0.5N (x = 0) to a0 = 4.255, 4.239, 4.226 and 4.226 Å for the layers with x = 0.09, 0.22, 0.33 and 0.44, respectively. The solid blue line indicates that the data points
for \( x \leq 0.33 \) are well described by a linear relationship: 
\[
a_o = (4.269 - 0.131x) \text{Å}.
\]
Extrapolating this linear relationship to \( x = 1 \) predicts a lattice constant for rocksalt structure AlN of 4.138 Å. This is 2% larger than the previously reported 4.04–4.08 Å from experiments on rocksalt structure AlN\(^{65,66}\) and suggests a positive bowing for the \( (\text{Ti}_{0.5}\text{Mg}_{0.5})_1-\epsilon \text{Al}_\epsilon \text{N} \) system if the rocksalt phase could be synthesized over the entire composition range \( 0 \leq x \leq 1 \). We note that the measured \( a_o = 4.226 \text{Å} \) for the \( x = 0.44 \) layer is above the linear trend indicated by the blue line. This is opposite to the expectation based on positive bowing.

The predicted lattice constant for \( \text{Ti}_{0.5}\text{Mg}_{0.5} \) \( \text{AlN} \) is 80% steeper than from first-principles density functional theory calculations using 64-atom special quasi-random structures of \((\text{Ti}_{0.5}\text{Mg}_{0.5})_1-x \text{Al}_x \text{N} \) alloys with \( x = 0-1 \). The predicted lattice constant for \( \text{Ti}_{0.5}\text{Mg}_{0.5} \text{N} \) \( (x = 0) \) is 4.302 Å, which is within the range 4.266–4.315 Å of previously reported first-principles calculations for \( \text{Ti}_{0.5}\text{Mg}_{0.5} \text{N} \).\(^{19,67}\) The lattice constant decreases with increasing Al content to 4.253 and 4.194 Å for \( \text{Ti}_{0.375}\text{Mg}_{0.375}\text{Al}_{0.25} \text{N} \) and \( \text{Ti}_{0.25}\text{Mg}_{0.25}\text{Al}_{0.5} \text{N} \), as indicated by the star-shaped data points in Fig. 4 at \( x = 0.25 \) and 0.5, respectively. Increasing the Al content further (not shown) yields \( a = 4.133 \text{Å} \) for \( x = 0.75 \) and \( a = 4.070 \text{Å} \) for rocksalt AlN \( (x = 1) \). The latter value is in good agreement with the previously reported 4.016–4.067 Å from first-principles predictions\(^{68,69}\) and 4.04–4.08 Å from experiments on rocksalt structure AlN.\(^{65,66}\) The solid magenta line in Fig. 4 corresponds to \( a = (4.308 - 0.234x) \text{Å} \) and is a linear fit to the first-principles results for \( x = 0-1 \). It indicates that the predicted lattice constant is 0.1–0.7% above the experimental \( a_o \) for \( 0 \leq x \leq 0.33 \). This overestimation is primarily attributed to the common overestimation of lattice constants by the GGA.\(^{70}\) We note that the slope \( da/dx \) from these calculations is 80% steeper than from experiment and that the predicted \( da/dx \) is independent over the entire range \( x = 0-1 \). Thus, our first-principles simulations do not provide any evidence for the positive bowing that is suggested by our measured lattice constants. This disagreement may suggest that only a fraction of the Al incorporates into the rocksalt solid solution, similar to the above explanation for the lattice constant deviation at \( x = 0.44 \). With this explanation, the extra Al would form nanoclusters in the nitride matrix that cannot be directly detected by XRD. However, we expect that the strain fields and the crystal discontinuity caused by such clusters would reduce the measured crystalline quality, contrary to our experimental results. In addition, the good agreement between composition determination from XPS and thickness measurements in Fig. 1 provide no evidence for Al surface segregation. We also note that Al-rich rocksalt structure nitrides including \( \text{Ti}_{1-x}\text{Al}_x \text{N} \) are known to exhibit spinodal decomposition which may lead to nearly amorphous Al-rich inclusions that are not detected by XRD\(^{71}\) but, similarly to metallic Al clusters, are expected to lead to local strain fields and a decay in the crystalline quality which is not detected for \( x \leq 0.33 \).

Fig. 5 is a plot of the optical carrier density \( N^* \) as a function of the Al content \( x \) in \((\text{Ti}_{0.5}\text{Mg}_{0.5})_1-x \text{Al}_x \text{N}(001) \) layers. We define \( N^* \) as the true carrier density \( N^*_c \) scaled by the inverse of the dielectric constant due to core polarization \( \epsilon_r \) times the ratio \( m^*/m_e \) of the optical electron effective mass divided by the electron mass, thus \( N^* = N^*_c m_e/(\epsilon_r m^*) \). Correspondingly, \( N^* \) can be directly determined from the plasma frequency using \( N^* = \omega_0^2/m_e e^2 \). A typical reflection \( R \) spectrum from an \( x = 0.22 \) layer is shown in the inset of Fig. 5 for the photon energy range \( h\omega = 1.1-3.0 \text{ eV} \). It includes the result from curve fitting (red line) using a Drude–Lorentz model to determine \( \omega_0 \) and subsequently \( N^* \). The fitted curve matches well the measured data, indicating the \((\text{Ti}_{0.5}\text{Mg}_{0.5})_{0.78}\text{Al}_{0.22} \text{N} \) optical properties are well described by the Drude–Lorentz model for the presented frequency range. Similar data fitting is done for the reflection spectra from all layers, yielding the \( N^* \) vs. \( x \) data that is plotted in the main part of Fig. 5. \( N^* = 1.39 \times 10^{22} \text{ cm}^{-3} \) for \( \text{Ti}_{0.5}\text{Mg}_{0.5} \text{N} \) \( (x = 0.00) \), which is relatively large and can be attributed to the free electrons from excessive Ti atoms. More specifically, the measured Ti-to-Mg ratio for this layer is 0.55 ± 0.45, as indicated in Fig. 1, suggesting that 10% of the cation sites are occupied by excess Ti atoms which may each provide one electron to the conduction band, resulting in a heavily degenerate semiconductor.
with an expected $N_e = 5.1 \times 10^{21}$ cm$^{-3}$. This value is 2.7 times smaller than $N^*$ from the optical analysis, suggesting an effective mass $m^* = m_e/(2.7e_0)$ which is smaller than a previously reported prediction for the density-of-states effective mass of MgTiN$_2$ of $m^* = 1.4m_e$. We note that the related rocksalt nitride semiconductor ScN has also been reported to be heavily n-type degenerate, which is attributed to O, F, or Ta impurities, and that even Sc$_{1-x}$Mg$_x$N compounds with $x \leq 0.025$ exhibit n-type carriers. Oxidation has been reported to be important for the related Mg$_x$Zr$_{1-x}$N$_2$ compound for Mg-rich compositions, and causes the development of an n-type doped oxynitride with metallic conduction on the surface of CrN and Cr$_{1-x}$Al$_x$N without, however, affecting the bulk of the layers. Similarly, we do not expect that oxidation affects electron transport in our (Ti$_{0.5}$Mg$_{0.5}$)$_1$-$x$Al$_x$N(001) layers, since Ti$_{1-x}$Mg$_x$N has been reported to exhibit a high oxidation resistance.

The main plot in Fig. 5 shows that the addition of Al causes an initial slight increase to $N^* = 1.47 \times 10^{22}$ cm$^{-3}$ for $x = 0.09$, followed by a decrease to 1.15, and 0.93 $\times 10^{22}$ cm$^{-3}$ for $x = 0.22, 0.33$, and 0.44, respectively. This is also summarized in Table 1, which additionally includes the measured resistivity $\rho$ of the same samples at both room temperature (295 K) and 77 K. We attribute the initial increase in $N^*$ and the related decrease in $\rho$ to a reduction in the dislocation density which is due to the decrease in the strain relaxation from 74 to 38% that also causes an increase in the crystalline quality quantified by the XRD results shown in Fig. 2 and 3. Dislocations may (i) cause trap states that reduce $N_e$, (ii) act as scattering centers for conduction electrons which increases the resistivity, and (iii) result in increased weak localization that leads to a higher $\rho$ and a more negative temperature coefficient of resistivity TCR.

Consistent with these arguments, the increase from $x = 0$ to 0.09 results in a 2.5-fold decrease in the room-temperature resistivity and an increase in the average TCR between 77 and 295 K from $-1.04 \mu$Ω cm K$^{-1}$ to a small $-0.03 \mu$Ω cm K$^{-1}$. A further increase in the Al content to $x = 0.22$-$0.44$ results in a continuous decrease in $N^*$ and a corresponding increase in $\rho$ as well as a decrease in TCR to more negative values. This suggests an increasing carrier localization which may be attributed to (i) the increasing bandgap that causes the states from excess Ti to be further below the conduction band edge and (ii) an increasing randomization of cation site occupation that leads to weak Anderson localization that has been reported for epitaxial layers of other transition metal nitrides including CrN(001), WN(001), TaN(001), HfN(001), NbN(001), Sc$_{1-x}$Ti$_x$N(001)83 and Ti$_{1-x}$W$_x$N(001).81 We note that the relative increase in $\rho$ with increasing Al content is more pronounced than the relative decrease in $N^*$. This is primarily attributed to a decreasing mobility with increasing $x$, caused by the random arrangement of Ti, Mg and Al atoms on cation sites that effectively reduce the localization length.

The top inset in Fig. 5 is a photograph of the (Ti$_{0.5}$Mg$_{0.5}$)$_{1-x}$Al$_x$N/MgO(001) samples, sorted according to their composition $x$. They exhibit distinct colors, transitioning from light to dark magenta for $x = 0$ and 0.09, and then to indigo, green, and yellow for $x = 0.22, 0.33$, and 0.44, respectively. The colors are consistent with the measured optical reflection spectra, provided as ESI† (Fig. S1). More specifically, the magenta color for $x = 0.00$ and 0.09 is attributed to local reflection maxima at 1.7, 2 and 3 eV that lead to a mixture of violet, orange and red. The lighter magenta for $x = 0.00$ is due to its higher reflection at 2 eV while a dominant reflection above 3 eV gives the $x = 0.09$ sample a darker color. Increasing the Al content leads to a red shift of the reflection edge, such that the color is purely attributed to interband transitions which result in reflection maxima at 450, 550, and 600 nm, yielding indigo, green, and yellowish colors for $x = 0.22, 0.33$, and 0.44, respectively. We note that the yellow color here is distinctly different from the well-known golden yellow color for pure TiN, which is a mixture of reflected yellow, orange and red due to free carriers and a reflection edge at around 2 eV.14

Fig. 6 is a plot of the optical absorption coefficient $\alpha$ vs. photon energy $h\omega = 1.1-4.0$ eV for (Ti$_{0.5}$Mg$_{0.5}$)$_{1-x}$Al$_x$N/MgO(001) layers with $x = 0-0.44$. The minor discontinuities around $h\omega = 1.75$ eV are experimental artifacts due to the switch of the optical gratings and the associated beam shift. The absorption at low photon energies ($h\omega < 2$ eV) is caused by free carriers,
while the increase above 2 eV is due to interband transitions. More specifically, the low-energy absorption at, for example, $h\omega = 1.2$ eV is $1.6 \times 10^5$ cm$^{-1}$ for Ti$_{0.5}$Mg$_{0.5}$N ($x = 0$), increases to $2.5 \times 10^5$ cm$^{-1}$ for $x = 0.09$, and then decreases to 2.0, 1.4, 1.0 $\times 10^5$ cm$^{-1}$ for $x = 0.22$, 0.33, and 0.44, respectively. This trend replicates the measured carrier concentration and is consistent with the above arguments on $N^+(x)$. The absorption onset due to valence-to-conduction interband transitions is quantitatively analyzed using the Tauc plot method. A linear extrapolation of $(\alpha h\omega)^2$ vs. $h\omega$ curves to $(\alpha h\omega)^2 = 0$ yields values for the optical gaps $E_g$ for 2.3, 2.2, 2.3, 2.5, and 2.6 eV for $x = 0$, 0.09, 0.22, 0.33, and 0.44, as plotted in the inset of Fig. 6. The inset also includes the calculated fundamental (indirect) gap $E_g^d$ values, as determined from SQS supercells and denoted by orange open triangles. $E_g^d$ = 1.0, 2.0, 2.2 and 2.6 eV for $x = 0.00, 0.25, 0.50,$ and 0.75. The $x = 0$ value of 1.0 eV is slightly smaller than the previously predicted 1.33 eV for disordered Ti$_{0.5}$Mg$_{0.5}$N using the HSE06 functional. The rocksalt structure AlN ($x = 1$) has a calculated (indirect) gap of 5.8 eV and a lowest-energy direct transition of 6.9 eV. These values are well above the increasing trend indicated by the triangles and the dotted line, and are outside of the plotted range. They are comparable to the bandgap of 5.90–6.25 eV for wurtzite AlN, but are larger than 4.7 and 4.9 eV determined from extrapolating optical measurements on Al$_{1-x}$Sc$_x$N(001) layers. They are also larger than the previously reported 4.5–5.0 eV for rocksalt structure AlN obtained with the conventional GGA, consistent with the well-known underestimation of bandgaps using standard density functionals. The inset also shows the calculated direct transition of 2.1 eV at $x = 0$ (as open brown circle), as determined from an ordered Ti$_{0.5}$Mg$_{0.5}$N alloy described in the Methods Section, as well as a dashed line that connects this value with 6.9 eV for $x = 1$, indicating the expected direct transition energy vs. $x$ under the assumption of a perfectly linear bandgap vs. composition dependence.

Our measured $E_g^d$ for Ti$_{0.5}$Mg$_{0.5}$N = 2.3 eV at $x = 0$ is very close to our predicted 2.1 eV direct transition energy, is just slightly above the 2.0 eV reported for magnetron sputtered TiMgN$_2$ layers, and is in excellent agreement with 2.3 eV from other optical studies which attribute the absorption onset to N-2p to Ti-3d$(t_{2g})$ transitions. Our measured optical gap $E_g$ increases with increasing Al content, but only by 0.3 eV for $x = 0$ to 0.44. This increase is much weaker than the slope of the dashed line, suggesting that the direct gap may exhibit a strong deviation from a linear composition dependence, as is common for III–V semiconductor alloys. However, our measured slope is so small, even smaller than the calculated slope of the indirect gap, such that it cannot be explained solely by such a non-linearity. Thus, we attribute the deviation to the relaxation of electron momentum conservation during optical transitions as the translational symmetry is increasingly broken by Al atoms occupying random cation sites. Correspondingly, the experimentally observed onset of interband transitions tends towards the fundamental (indirect) bandgap with increasing $x$, consistent with the data in the inset, showing a continuous transition of the measured $E_g$ from the expected value for the direct transition for $x = 0$ to approximately the expected value for the indirect transition for $x = 0.44$. Note that the initial slight decrease in the measured $E_g$ from 2.3 to 2.2 eV with increasing $x = 0$ to 0.09 is opposite to the expected increasing bandgap and is also opposite to the expected trend based on the Burstein–Moss shift which would cause an increase in the optical gap with increasing $N^+$. Thus, similar to the argument above, we attribute the decrease from 2.3 to 2.2 eV to the relaxation of the momentum conservation due to the addition of Al, consistent with a decrease in the slope of the measured $x$ vs. $h\omega$ curve in Fig. 6 as $x$ is increased from 0 to 0.09.

**Conclusions**

The presented X-ray diffraction and optical measurement results demonstrate the tunability of the strain and bandgap in rocksalt structure (Ti$_{0.5}$Mg$_{0.5}$)$_N$ AlN semiconductors. Epitaxial (Ti$_{0.5}$Mg$_{0.5}$)$_N$ AlN(001) layers are deposited on MgO(001) by reactive magnetron co-sputtering at 700 °C. $x \leq 0.44$ yields single phase solid solution alloys but a secondary phase emerges at higher Al content. The crystalline quality of rocksalt (Ti$_{0.5}$Mg$_{0.5}$)$_N$ AlN increases with increasing $x \leq 0.33$ due to a decreasing lattice mismatch with the substrate, which also results in a decreasing degree of relaxation. Layers with $x \geq 0.22$ are fully strained. The measured relaxed lattice constant follows a linear composition dependence $a_0 = (4.269 - 0.131x)$ Å for $x \leq 0.33$ but deviates above this line for $x = 0.44$. In contrast, density functional theory predictions predict an $a_0 = (4.308 - 0.234x)$ Å that is linear over the entire composition range $x = 0$–1.0 and which has a nearly twice as strong composition dependence than the experimental measurements, suggesting that some of the Al may not incorporate into the lattice during deposition. The optical free carrier density determined from the optical reflection edge increases slightly from $1.4 \times 10^{12}$ cm$^{-3}$ for Ti$_{0.5}$Mg$_{0.5}$N ($x = 0.00$) to $1.5 \times 10^{12}$ cm$^{-3}$ for Ti$_{0.5}$Mg$_{0.5}$N ($x = 0.09$) but subsequently decreases to $0.93 \times 10^{12}$ cm$^{-3}$ for $x = 0.44$. This composition dependence is attributed to a decrease in the dislocation density and an increase in the bandgap with increasing $x$. The latter also results in an increasing carrier localization, as determined from resistivity measurements at 295 and 77 K. First-principles density functional calculations indicate that the fundamental indirect bandgap increases with Al content from 1.0 eV for $x = 0$ to 2.0 and 2.2 eV for $x = 0.25$ and 0.50, while the direct gap at $x = 0$ is 2.1 eV. Optical analyses indicate that the optical bandgap increases only slightly from 2.3 to 2.6 eV for $x = 0$ to 0.44. The former value is attributed to the onset of direct interband transition in Ti$_{0.5}$Mg$_{0.5}$N while the latter is more indicative of the fundamental (indirect) gap in Ti$_{0.5}$Mg$_{0.5}$Al$_{0.4}$N which exhibits strong absorption due to the relaxation of the momentum conservation by the random occupation of cation sites by Al.
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