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ABSTRACT

We study the structural, energetic, electronic, and magnetic properties of Fe16 − xMxN2 alloys, where M represents 3d transition metals
Ti, V, Cr, Mn, Co, and Ni, using special quasirandom structures and density functional theory calculations. We describe stabilization of
Fe16N2 resulting from the enhanced occupation of bonding states relative to the corresponding antibonding states as observed from
crystal orbital Hamiltonian population analysis. The hybrid HSE06 functional is employed to calculate a magnetic moment of 2.844 μB/Fe,
agreeing with recent experimental work and suggesting the importance of electronic exchange effects. Upon alloying, magnetization is
found to decrease with all transition metals excluding Mn, for which exceptionally strong ferromagnetic coupling is achieved via nitrogen-
mediated exchange interactions. We identify a 1.41% magnetization increase at low Mn concentrations coupled with a decrease in formation
energy, making Fe16 − xMnxN2 a suitable candidate for permanent magnet applications. Novel end-member systems of the form M16N2 are
also investigated, with results implying stability and potential synthesizability of all compounds except Ti16N2 owing to weak metallic
bonding among Ti atoms.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5109571

I. INTRODUCTION

Coercive materials exhibiting high magnetization are of great
importance due to their application in energy-conversion devices,
which are used in numerous technologies such as electric motors,
generators, and medical equipment.1,2 Currently, the vast majority
of permanent magnets contain rare-earth elements such as neodym-
ium and samarium. This poses a significant problem, given the
limited availability and poor geographical diversity of these materi-
als.1,2 Thus, discovering and producing permanent magnets consist-
ing of more abundant elements would prove extremely beneficial.
One of the most promising candidates for a rare-earth free magnet
is the α00-Fe16N2 phase of iron nitride.3

The α00-Fe16N2 ordered martnesite phase was first synthesized
in 1951 by Jack.4 Years later, in 1972, this compound attracted a
great deal of interest due to a study by Kim and Takashi, which
reported a high magnetic moment of 3.0 μB/Fe.

5 In 1991, Sugita
et al. detected an even larger magnetic moment of 3.5 μB/Fe.

6 More
recent experimental studies revealed results which disagreed with

the previous findings, observing magnetic moments on a much
lower range of 2.3–2.6 μB/Fe.

7–9 In contrast, a 2013 study by Ji et al.
has produced results showing agreement with the original findings of
Kim and Takashi, reporting a magnetic moment of about 3.1 μB/Fe.

10

Thus, the true nature and magnitude of magnetization in Fe16N2

remains a topic of debate.
To provide insight into this issue, a substantial body of theoret-

ical studies focusing on Fe16N2 has been conducted. Many early
works implemented methods based on generalized gradient approx-
imation (GGA) and local density approximation (LDA) to calculate
magnetic moments within the material, reporting relatively low
values of 2.3–2.6 μB/Fe.

11–15 Ji et al. demonstrated the potential
importance of strong electron localization in Fe16N2, the effects of
which are underestimated by standard density functional theory
(DFT) techniques.16 Therefore, by introducing additional correla-
tion in the form of a Hubbard U-value, magnetic moments exceed-
ing 3.0 μB/Fe may be achieved. However, Sims et al. called into
question the high magnetization induced by such large U-values
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which are typically chosen in a semiempirical manner.17 Instead,
hybrid functionals and the GW method were employed to study
the electronic structure of Fe16N2, showing average magnetic
moments of 2.86 and 2.66 μB/Fe, respectively.

17 The discrepancy
between these methods may arise from the choice of screening and
mixing parameters implemented within the hybrid functional
scheme, and further investigation is required to confirm the accu-
racy of the corresponding results.17 As for the underlying mecha-
nism of strong ferromagnetism in this system, numerous theories
have been proposed. Sakuma predicted two major causes of the
enhanced magnetization in Fe16N2 relative to bcc Fe.12 Firstly, the
introduction of N atoms leads to volumetric expansion, thus allowing
Fe atoms to display magnetic moments closer to that of their known
atomic values. Secondly, N sites mediate long-range exchange inter-
actions through “charge hopping” while also decreasing occupation
of Fe minority-spin states.12 Ji et al. further built upon this theory by
clarifying the roles of both itinerant and localized electrons, made
possible by large variations in charge distribution near Fe–N clusters,
in the stabilization of global ferromagnetic coupling with high Fe
magnetic moments.16 Sims et al. provided electronic structure calcu-
lations supporting the importance of N in stabilizing large Fe mag-
netic moments through increased exchange splitting.17 In contrast,
Ke et al. suggested that the theoretical magnetization of Fe16N2 may
not exceed ∼2.5 μB/Fe, as no significant charge transfer between
inequivalent Fe sites is observed within the framework of the quasi-
particle self-consistent GW approximation.18 Therefore, a theoretical
consensus has not yet been reached regarding both the magnitude
and mechanism of magnetization in Fe16N2.

12,16–18

Should the large saturation magnetization be verified, Fe16N2

would be promising for many applications. However, a major issue
in this material is its relatively low thermal stability. It has been
shown that the α00-phase of Fe16N2 decays at temperatures above
525 K,19 therefore limiting its application as a permanent magnet to
low temperatures.20 Despite this shortcoming, there does exist a
potential solution. Several experimental and theoretical works have
recently reported that alloying Fe16N2 with certain transition metals
can significantly increase its stability. Experimentally, both Mn and
Ti have been considered. Wang and Jiang found that Fe16N2

remained stable up to 1073 K when alloyed with Ti at concentra-
tions of 5%–12%.21 Jiang et al.22 observed an increase in stability,
although to a lesser degree, when Fe16N2 was alloyed with Mn at
concentrations of 5%–15%. Effects of other transition metals have
been studied through implementation of theoretical methods.
Standard techniques based on GGA and LDA have predicted Ti, Cr,
Mn, Co, and Ni to lower the system’s overall formation energy
when alloyed at concentrations ranging from 5% to 20%.22–25

However, inclusion of these impurities at high concentrations is pre-
dicted to decrease the saturation magnetization, which is detrimen-
tal for most applications.21–25

Despite a considerable degree of investigation into the proper-
ties of Fe16 − xMxN2 alloys, some important gaps of understanding
still exist. Firstly, most theoretical studies have utilized GGA and/or
LDA,22–24 which may underestimate the electron localization and
exchange-correlation effects occurring in Fe16N2.

12,16 Secondly,
only relatively high alloy concentrations (≥5%) have been tested,
thus excluding the possibility of nonlinear behavior at lower
values.21–25 Lastly, several 3d transition metals having the potential

to improve the energetic and/or magnetic properties of Fe16N2

remain unexplored.
In this work, we study novel Fe16 − xMxN2 alloys with the poten-

tial to exhibit improved thermodynamic stability and/or enhanced
magnetization. Six 3d transition metals (M) are considered: Ti, V,
Cr, Mn, Co, and Ni. These elements are chosen based on previous
interest, suitability as substitutional defects, and potential to posi-
tively influence the overall properties of Fe16N2.

21–25 To improve
upon previous works, we implement several advanced computational
techniques. Special quasirandom structures are utilized to more
accurately replicate experimental configurations at high tempera-
tures, while hybrid functionals are used to account for charge locali-
zation effects in electronic structure and magnetic moment
calculations. We focus on the property of magnetization, which is a
crucial (though not the only) factor in identifying materials with
high coercivity. A wide range of concentrations (6.25%–18.75%) are
tested for all alloys, with lower concentrations (as low as 1.5%) inves-
tigated for cases of special interest. We aim to explore the possibility
of engineering minor magnetization enhancements in Fe16N2 while
maintaining or improving thermal stability.16,17,26 Electronic struc-
ture and Crystal Orbitals Hamiltonian Populations are also analyzed
to provide insight into the underlying mechanism of magnetic cou-
pling and energetic stabilization in Fe16 − xMxN2 alloys.

II. COMPUTATIONAL METHODS

All density functional theory (DFT) calculations have been
performed using the Vienna Ab initio Simulation Package
(VASP).27–31 We have utilized the Perdew-Burke-Ernzerhof (PBE)
exchange correlation functional based on the generalized gradient
approximation (GGA) within the framework of the projector aug-
mented wave (PAW) method.32 A cutoff energy of 520 eV was used
for the plane-wave basis set. The Mn_pv and Cr_pv potentials, in
which semicore 3p electrons are treated as valence states, were
chosen for manganese and chromium, while the Ti_sv and V_sv
potentials, in which semicore 3s and 3p electrons are treated as
valence states, were chosen for titanium and vanadium. Default
potentials, which treat only the outer-core 4s and 3d electrons as
valence states, were used for iron, nickel, and cobalt. An 8 × 8 × 8
Monkhorst-Pack k-point grid was employed for calculations involv-
ing 18-atom conventional unit cells, whereas even divisions of the
grid were constructed throughout the corresponding supercell cal-
culations, e.g., a 4 × 4 × 4 grid for 2 × 2 × 2 supercells. A conver-
gence criterion of 10−6 eV with a Gaussian smearing value of width
0.05 eV was chosen for the electronic minimizations. Spin polariza-
tion was considered to account for magnetic ordering. Potentially
suitable ferromagnetic, antiferromagnetic, and nonmagnetic confi-
gurations were tested, while only the lowest energy states were con-
sidered for the remaining calculations.

The experimental structure of Fe16N2, as determined by Jack,4

was geometrically optimized by allowing the unit cell shape,
volume, and ionic positions to relax until the force acting on each
atom was less than or equal to 0.01 eV/Å. To determine ground-
state structures of the end-member compounds, the relaxed unit
cell of Fe16N2, with each transition metal in place of Fe, was fully
optimized. To provide insight into dynamic stability, phonon
density of states were computed for the end-members. As discussed
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throughout many texts,33–36 the frequency of a phonon mode rep-
resents the second derivative of energy with respect to atomic dis-
placements. Accordingly, real and imaginary (shown as positive
and negative here) frequencies correspond to concave and convex
energy wells, respectively; systems displaying only real phonon fre-
quencies are, therefore, stable against moderate thermal vibrations
allowing experimental synthesis to remain possible. To study these
properties, Hessian matrices were calculated on 72-atom supercells
using density functional perturbation theory (DFPT).27–31 From
these values, the PHONOPY software36 was utilized to compute
the phonon density of states.

To simulate alloying of Fe16 − xMxN2 at various concentrations,
we implemented special quasirandom structures (SQSs), which are
capable of sufficiently replicating the properties of random alloys.37

These were generated using the mcsqs code within the Alloy
Theoretic Automated Toolkit (ATAT),38–43 in which Monte Carlo
simulations are performed to sample many unique configurations
with the goal of minimizing the differences between correlations of
the SQSs and those of perfectly random alloys. This is done using
cluster expansion formalism, for which correlations are broken down
into individual pairs, triplets, quadruplets, and so forth. A more
detailed explanation of the methods used may be found in the works
of Zunger et al.37 and van de Walle et al.38–41 Here, we use the
9-atom primitive cell of Fe16N2 as a preliminary structure. To match
desired correlations at each concentration, supercells were created
with sizes of 36, 72, or 144 atoms, depending on the concentration.
We created SQS with atomic concentrations, defined as the number
of alloy atoms (M) divided by the total number of metal atoms
(Fe +M), ranging from 0.0% to 18.75% in intervals of 3.125%. All
structures were fully geometrically optimized.

High-precision static calculations were performed on end-
member and alloyed compounds to obtain accurate final energies.
These were then used to calculate the formation energy of each
material, defined as the difference between the energy of the com-
pound and the energies of its constituents in their respective
ground states. Accordingly, the following equation was used:

ΔE form(x) ¼ (1=18)E(Fe16�xMxN2)� (16� x)E(Fe)� E(N2)

� xE(M), (1)

where x corresponds to the alloy concentration (0≤ x/16≤ 0.1875)
and E(M) represents the energy of the ground state of each transi-
tion metal; these include the hexagonal-close-packed structure for
Ti and Co, the body-centered-cubic structure for V, Cr, Mn, and
Fe, and the face-centered-cubic structure for Ni. For the energy of
nitrogen E(N2), a single dimer (N2) simulated within a large cell
was considered. In all cases, lattice parameters and internal atomic
positions are fully relaxed using the aforementioned methods to
obtain consistency in comparison of energies.

Generally, standard exchange-correlation functionals based on
GGA and LDA perform well when used to compute structural,
electronic, and magnetic properties of purely metallic systems.44,45

For instance, GGA has been shown to predict a magnetic moment
of 2.23 μB/Fe in bcc Fe, which is in close agreement with the experi-
mental value of about 2.2 μB/Fe.

17 In contrast, when dealing with
materials exhibiting any significant degree of valence electron

localization, both GGA and LDA tend to display some faults.
Though their prediction of equilibrium structure remains relatively
accurate, these methods consistently underestimate properties such
as bandgaps and magnetic moments.44,45 Such errors may be
reduced by employing methods such as DFT + U, hybrid function-
als, and GW, which typically work well when applied to semicon-
ductors and insulators.45 However, their accuracy in metals varies
depending on subtle properties based on exchange-correlation
effects and the degree of electron localization.46 For example, both
the Heyd-Scuseria-Ernzerhof hybrid (HSE06) functional47 and the
self-consistent GW method overestimate the magnetic moment of
bcc Fe by about 0.66 and 0.50 μB/Fe, respectively, owing to the
highly delocalized nature of the electrons.17 In contrast to these
completely itinerant ferromagnetic materials, electron localization
is generally agreed to play a greater role in Fe16N2.

12,16 Therefore,
hybrid functionals and the GW method are likely more suitable to
describe this system, though results should be taken cautiously as
discussed in detail by Sims et al.17 In this work, we choose to
employ the hybrid HSE06 functional in calculating electronic and
magnetic properties. Within the HSE06 formalism, the exchange-
correlation energy is given by47

Exc ¼ 1
4
EHF,SR
x (ω)þ 3

4
EPBE,SR
x (ω)þ EPBE,LR

x (ω)þ EPBE
C : (2)

Accordingly, the correlation term is treated entirely by PBE
whereas 25% of the short-range exchange is calculated using the
exact Hartree-Fock exchange. In HSE06, the screening parameter ω
is chosen to be 0.2 Å−1 allowing for treatment of metallic systems.47

We note that although hybrid functionals generally provide
improved agreement with experimental data in most cases, the
physical origin of the results may differ considering that electron
correlation is only treated within GGA.45–47 Hence, implications of
fundamental properties based on the electronic structure calculated
using hybrid functionals must be considered carefully.

III. RESULTS AND DISCUSSION

A. Structural details

The crystal structure of α00-Fe16N2 is body-centered-tetragonal
with space group I4/mmm4. The unit cell can be constructed by
considering a 2 × 2 × 2 supercell of body-centered-cubic Fe, with N
atoms inserted interstitially into the lattice. The addition of the N
atoms leads to an expansion of the unit cell, more so in one axial
direction, leading to the body-centered-tetragonal form with slight
distortions to the Fe site positions away from body-centered-cubic
positions. Within the Fe16N2 unit cell, the 16 Fe atoms can be
divided into three symmetrically inequivalent groups: four 4e sites,
eight 8h sites, and four 4d sites. The crystal structure of Fe16N2 is
displayed in Fig. 1.

Our calculated lattice parameters for the unit cell of pure
Fe16N2 are a = 5.672 Å and c = 6.231 Å, corresponding to c/a = 1.098
and a volume of 200.486 Å3. Hence, the introduction of interstitial
N atoms leads to an expansion of about 7% with respect to bcc Fe.
Our results match well with the corresponding experimental values
of a = 5.72 Å, c = 6.29 Å, c/a = 1.0997, and V = 206 Å3.48 Previous
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computational works have also reported satisfactory agreement with
experiment.23,24,49

Calculated lattice parameters as a function of alloy concentra-
tion for each Fe16 − xMxN2 system are shown in Fig. S1 of the
supplementary material. There appear to be some consistent trends
as alloy concentration is increased. The most noticeable effect is an
increase in the c/a ratio, occurring for all elements except V and
Co, for which the former exhibits a minor decrease in c/a at high V
concentrations. Generally, substitution of impurity transition metal
atoms into the lattice causes an expansion of the c-axis while the
a-axis either increases or decreases to a much lesser degree. We
note that contraction or expansion along the a-axis can be directly
related to the atomic radius of each transition metal, whereas
changes in the c-axis are found to be more independent of ionic
size; instead they show greater correlation with the nature of mag-
netic coupling as will be described in Sec. III C, therefore providing
an explanation of the unique properties arising from alloys with Co
and V. Regarding the change in volume of Fe16 − xMxN2 alloys,
effects are strongly dependent on the choice of transition metal. For
Ti and V, increasing concentration leads to relatively large expan-
sion. Mn also causes a volume increase; however, the magnitude is
much smaller. The remaining three elements (Co, Cr, and Ni) cause
only a slight decrease in the cell size. These effects can be directly
linked to the atomic radius of each element. Our results are consis-
tent with those of previous works. Huang et al.23 and Benea et al.25

have also demonstrated a direct relationship between the volume
of Fe16 − xMxN2 alloys and the corresponding atomic radii of the

elements M = Ti, Cr, Mn, Co, and Ni, while the a- and c-axes were
found to vary anisotropically. Furthermore, Zhao et al.24 suggested
that changes in c/a may be more closely related to underlying mag-
netic interactions, in agreement with our findings. Regarding the
magnitude of change in lattice parameters for each alloy, minor
differences between the data calculated in this work and values
found previously23–25 display minor differences owing to disorder-
ing effects created by utilization of SQS.

Optimized lattice parameters have also been computed for the
end-member compounds. Except for Fe16N2, none have been synthe-
sized experimentally, and we, therefore, present purely predictive
findings. Structural data can be found in Table S1 of the supplementary
material. All compounds, except for Co16N2, maintain the tetrago-
nal Fe16N2-type structure with space group I4/mmm. Ti16N2,
Cr16N2, and V16N2 display c/a ratios similar to that of Fe16N2 (∼1.1).
In contrast, Mn16N2 and Ni16N2 exhibit exceptionally large c/a ratios
of about 1.4. As will be discussed in Sec. III B, these are also the only
compounds to display any significant degree of magnetization
(excluding Co16N2 and Fe16N2), thus supporting the hypothesis that
magnetic effects play the largest role in the tetragonality of these
systems. In Co16N2, we predict a tetragonal-to-cubic transition, in
agreement with previous findings.24 This phenomenon can also be
attributed to magnetic effects, as the strong magnetization in
Fe16 − xCoxN2 coupled with an increase in c/a ratio results in struc-
tural instability at concentrations near 50%.23 Regarding the cell size
of end-member compounds, volume decreases monotonically for
elements moving left to right across the 3d row, showing direct rela-
tion to atomic radii and electronegativities.

To determine whether these materials could potentially be syn-
thesized experimentally, we have computed the phonon density of
states for each compound, displayed in Fig. S2 of the supplementary
material. Fe16N2 is characterized by a strong presence of acoustic
phonon modes below 8 THz and optical modes with small band-
widths centered around 11, 14, and 22 THz. These features
match well with previous findings.24 For all other end-members,
acoustic modes exhibit similar frequencies. However, optical mode
frequencies, deriving mainly from vibrations of the lighter nitrogen
atoms (mN≈ 14.007 u), are strongly dependent on the compound.
Materials consisting of lighter transition metals, such as V
(mV ≈ 50.942 u) and Cr (mCr ≈ 51.996 u), display nondegenerate
sets of optical modes with frequencies as high as 25 THz. In con-
trast, those containing heavier metals, such as Co (mCo≈ 58.933 u)
and Ni (mNi ≈ 58.693 u), exhibit degenerate optical modes with
lower frequencies in the range of 17–18 THz owing to minimal
differences between masses of the metal and nitrogen atoms. With
respect to stability, all compounds excluding Ti16N2 exhibit only
real-valued frequencies, indicating dynamical stability, and, there-
fore, suggesting the possibility of experimental synthesizability.
Considering that Ti is furthest left on the periodic table out of all 3d
transition metals considered, instability in Ti16N2 can be attributed
to its low valence electron concentration. As a result, the strength of
the metallic Ti–Ti bonds (discussed in Sec. III D) will be insufficient
to maintain the expanded body-centered-tetragonal structure.
Instead, we speculate that it will likely adopt a more close-packed
configuration, which would be in agreement with the hexagonal
structure of Ti in its ground state, contrasting the bcc structures of
most other 3d transition metals.49

FIG. 1. The unit cell of α00-Fe16N2.
76 The large red spheres represent Fe

atoms, while the small blue spheres represent N atoms. The three symmetrically
inequivalent Wyckoff sites are labeled: 4e, 8h, and 4d.
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B. Formation energy

The formation energy of pure Fe16N2 is predicted to be
−0.2136 eV/atom, which agrees very well with previous findings.50

Formation energies of each Fe16 − xMxN2 alloy as a function of
concentration are displayed in Fig. 2, with exact values listed in
Table S2 of the supplementary material. Our findings indicate that
all elements in this work lead to a more negative formation
energy, therefore stabilizing the material. Ti and V have the great-
est effect; when alloyed at a concentration of 18.75%, Ti and V
cause the formation energy to decrease by about 0.15 eV/atom and
0.106 eV/atom, respectively, corresponding to significant changes
of −77.0% and −47.3% when compared to the initial energy of
Fe16N2. The Boltzmann approximation gives ΔEF∼ kBΔT where kB
is Boltzmann’s constant, ΔEF is the change in formation energy, and
ΔT is the change in decomposition temperature. Assuming these
results directly translate to thermodynamic stability; the alloys con-
taining Ti and V at concentrations of 18.75% may remain stable up
to temperatures of about 930 K and 775 K under the Boltzmann
approximation, therefore making these compositions very suitable
choices if one wishes to stabilize Fe16N2 for high-temperature appli-
cations. The remaining elements Mn, Co, Ni, and Cr also cause a
decrease in formation energy; however, the magnitude is much less
than that of Ti and V. When alloyed at 18.75%, the change in
energy ranges from −0.0056 eV/atom to −0.015 eV/atom, corre-
sponding to relatively small decreases of 2.5% and 6.7%, respec-
tively. In general, Fe16 − xMxN2 formation energy as a function of
concentration follows a mostly linear relationship, with only minor
deviations. Detailed explanations of the energetic effects for each
metal are described in Sec. III D. Our results corroborate experi-
mental findings which have shown that Fe16 − xMxN2 alloys are sta-
bilized for M =Mn and Ti, while also clarifying the magnitude to

which they do so.20,21 Several previous theoretical studies have
reported formation energies for fully-ordered Fe16 − xMxN2 alloys
with M = Ti, Cr, Mn, Co, and Ni, showing general improvements to
the stability of Fe16N2.

22–25 However, Huang et al. demonstrated the
importance of occupation site (4e, 4d, or 8h), by which cohesive
energy is influenced and may be increased for the cases of Co and
Ni placed at 4d sites.23 In this work, we find that random occupa-
tion in the SQS allows for a relatively energetically favorable confi-
guration to form, indicating the importance of disorder in the
improved stability of Fe16N2.

Formation energies of the end-member systems were also
computed and are listed in Table S2 of the supplementary material.
All compounds are predicted to exhibit formation energies lower
than that of Fe16N2. The energy of each end-member matches well
with trends of the respective Fe16 − xMxN2 alloy, thus providing
further evidence that the formation energy follows a mostly linear
path as concentration is increased from 0.0% to 100.0%.

C. Magnetic moment

Magnetic moments in all Fe16 − xMxN2 alloys were computed
using both GGA and the hybrid HSE06 functional. For pure Fe16N2,
GGA predicts an average magnetic moment of 2.413 μB/Fe, agreeing
with previous works which have implemented similar methods, e.g.,
2.35 μB/Fe using LDA

11,13,14 and 2.4–2.45 μB/Fe using GGA.
12,17,18 In

contrast, the HSE06 functional predicts a much larger moment of
2.844 μB/Fe owing to increased charge localization and exchange
splitting, to be discussed in greater detail throughout Sec. III D. Our
findings match the work of Sims et al., in which the HSE06 func-
tional is used to predict a magnetic moment of 2.86 μB/Fe.

17 In con-
trast, the GW method has been shown to give lower moments in the
range 2.59–2.66 μB/Fe, suggesting that hybrid functionals may overes-
timate exchange splitting effects.17,18 However, considering the most
recent experimental work of Ji et al. which has reported high mag-
netic moments on the order of 3.1 μB/Fe,

10 the HSE06 functional
appears to provide reasonably reliable results with respect to the
magnetization of Fe16N2.

Local Fe magnetic moments at the 4d, 4e, and 8h sites, pre-
dicted using the HSE06 functional, are determined to be 2.955,
2.739, and 2.823 μB, respectively. Variations between inequivalent
sites can be attributed to local bonding environments. Each N atom
is coordinated by six Fe atoms occupying the 4e and 8h sites. The d
orbitals of these Fe atoms display strong hybridization with the p
orbitals of N, leading to a significant degree of electron localization
within the Fe–N clusters. In contrast, Fe atoms at the 4d sites are
surrounded only by Fe atoms at 4e and 8h sites. This leads to a
metallic environment consisting of itinerant spin-up electrons,
while some spin-down electrons are transferred to neighboring Fe
atoms having some unoccupied orbitals due to their interaction
with N. As a result, Fe atoms at the 4d site achieve very high mag-
netic moments. These conclusions agree with the theoretical
description of magnetism in Fe16N2 as proposed by Ji et al.,16 while
the magnitude of magnetic moment at each site matches with
those calculated using HSE06 by Sims et al.17 Similarly, although
GW predicts an overall lower magnetization, the moments at the
4d, 4e, and 8h sites relative to one another agree with the differen-
ces found in this work,18 thus illustrating the importance of charge

FIG. 2. Formation energies of Fe16 − xMxN2 calculated using GGA. M repre-
sents Ti, V, Cr, Mn, Co, and Ni. Alloy concentrations listed are given by
(x/16) × 100%. Values are normalized per total number of atoms in the simula-
tion cell. The dashed black line represents the formation energy of pure Fe16N2.
Each point represents a calculated value, whereas the lines are interpolations.
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variations throughout the structure of Fe16N2. We also compare the
magnetic moments found with HSE06 to those obtained using
GGA to further elucidate the potential effects of electron localiza-
tion around each Fe site. At the 4d sites, the magnetic moment is
increased by a relatively small amount (∼0.26 μB) when implement-
ing HSE06 as opposed to GGA, whereas the 4e and 8h sites exhibit
very large increases (∼0.65 μB). This supports current theories sug-
gesting that electron localization plays a much larger role in Fe
atoms at the 4e and 8h sites.16 Within the framework of the HSE06
functional,47 enhanced localization arises from exchange interac-
tions mediated by the interstitial N atoms.17 However, whether
such a description accurately represents the underlying physics
occurring in Fe16N2 remains unclear, and further investigation is
necessary to clarify exchange and correlations effects.

Magnetic moments for Fe16 − xMxN2 alloys were computed
using both GGA and HSE06, each predicting similar trends. As
results obtained within the framework of GGA have previously
been reported for most alloys in this work,23–25 we instead focus on
those calculated using the HSE06 functional. Three concentrations
(6.25%, 12.5%, and 18.75%) are tested to conserve computational
resources. Average magnetic moments are listed in Table I.
Excluding the unique case of Mn from consideration, the transition
metals may be divided into two groups: (i) Those which lie to the
left of Fe on the periodic table (Ti, V, Cr) and cause a relatively a
large decrease in magnetic moment. (ii) Those which lie to the right
of Fe (Co, Ni) and cause only a small decrease in magnetic moment.
Fe16 − xMxN2 alloys with high concentrations (18.75%) of transition
metals in group (i) exhibit average magnetic moments which are
about 30% lower than that of pure Fe16N2. In contrast, alloys with
the same concentration of metals in group (ii) display moments
which are only 5%–15% lower than Fe16N2. We find these effects to
be directly related to the nature of magnetic coupling, which can be
determined by analyzing the local magnetic moment of impurity
atoms with respect to neighboring Fe atoms. Our results indicate
that elements in group (i) couple antiferromagnetically, i.e., their
magnetic moments align antiparallel to those of surrounding Fe
atoms. Ti, V, and Cr achieve average moments of −1.263, −2.218,
and −3.152 μB, respectively. Hence, moving left to right across the
row allows more unpaired d electrons to become available, leading to
an increase in the magnitude of the antiparallel magnetic moments.

As for elements in group (ii), the impurity atoms are found to
couple ferromagnetically, i.e., their magnetic moments align parallel
to those of surrounding Fe atoms. Co and Ni achieve average
moments of 1.836 and 0.771 μB, respectively. In contrast to the
group (i) elements, moving left to right across the row causes more
electrons to become paired, leading to a decreased magnetic
moment. Further analysis of these effects is provided in Sec. III D.

By considering changes in volume as a function of concentra-
tion, discussed in Sec. III A, we have also computed the volume
magnetization of each alloy. Results are displayed in Fig. 3, with
exact values listed in Table S3 of the supplementary material. We
find that Fe16N2 exhibits a magnetization of approximately
2.103MA/m. As for the alloys, incorporating volume effects has
only a small impact on the magnetization, i.e., the change in mag-
netic moment plays a much larger role. The magnitude of the
decrease in magnetization for Fe16 − xMxN2 with M = Cr, Co, and
Ni is lessened by contraction of unit cell as concentration is
increased. For M = Ti and V, magnetization is decreased to a
greater degree as a result of volume expansion. Our findings here
build upon recent studies such as those of Huang et al.23 and
Benea et al.,25 in which GGA has been utilized to predict signifi-
cant decreases in magnetization for alloys with Ti and Cr, as well
as much less substantial magnetization effects for alloys with Mn,
Co, and Ni. Furthermore, Ke et al. have shown similar behavior
using the GW method.18 Considering our results obtained using
the HSE06 functional match with the aforementioned findings, we
conclude that although the magnitude of magnetic moment may
vary depending on the method used, trends with respect to alloy
concentration generally remain consistent.

As shown in Fig. 3, Mn represents an outlier in the data. The
magnetic moment of Fe16 − xMnxN2 remains nearly constant for

TABLE I. Magnetic moments of Fe16 − xMxN2 alloys calculated using the hybrid
HSE06 functional. M represents the 3d transition metals Ti, V, Cr, Mn, Co, and Ni.
Alloy concentrations listed are given by (x/16) × 100%. Each moment is the average
for all metals within the structure, including both Fe and M. Magnetic moments of
end-member compounds, i.e., at M concentrations of 0% and 100%, are also listed.

Average Fe16 − xMxN2 local magnetic moments (μB)

Element 0.00% 6.25% 12.5% 18.75% 100.00%
Mn 2.844 2.843 2.842 2.840 0.188
Co 2.844 2.812 2.719 2.688 1.937
Ti 2.844 2.500 2.219 1.938 0.000
Cr 2.844 2.406 2.031 1.938 0.031
V 2.844 2.469 2.125 1.812 0.094
Ni 2.844 2.657 2.625 2.469 0.718

FIG. 3. Calculated volume magnetization (Mvol) of Fe16 − xMxN2 calculated
using the hybrid HSE06 functional. M represents Ti, V, Cr, Mn, Co, and Ni. Alloy
concentrations listed are given by (x/16) × 100%. The dashed black line repre-
sents the magnetization of pure Fe16N2. Each point represents a calculated
value, whereas the lines are interpolations.
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concentrations up to 18.75%. As with the other elements, this
effect is directly related to the nature of magnetic coupling. We
find that Mn couples ferromagnetically with Fe and achieves a
very high average magnetic moment of 3.43 μB. Although this
value is greater than that of the Fe atoms, introduction of Mn also
causes a slight decrease in the magnetic moments of surrounding
Fe atoms. Therefore, the large moment of Mn and decreased
moment of Fe cancel one another out, resulting in an unchanged
average magnetic moment. Further explanation of this phenome-
non is provided in Sec. III D. To determine whether this trend
continues, we have tested higher concentrations of Mn. We find
that at concentrations of 25% and higher, the magnetic moment
of Fe16 − xMnxN2 begins to deteriorate substantially. More specifi-
cally, the average magnetic moment drops to about 2.56 μB,
1.83 μB, and 1.09 μB at Mn concentrations of 25%, 50%, and 75%,
respectively. This is caused by a change in the nature of magnetic
coupling; at concentrations of 25% and above, a small percentage
of Mn atoms begin to couple antiferromagnetically, displaying
large antiparallel magnetic moments ranging from about −3.1 to
−3.8 μB. Additionally, as concentration is increased, the percent-
age of Mn atoms coupling antiferromagnetically increases as well.
These findings are reminiscent of many previous studies; the mag-
netic properties of Fe–Mn alloys have long been a subject of great
interest and debate, with various works reporting conflicting
results of ferromagnetic or antiferromagnetic coupling.51–53 Recent
findings have concluded that the nature of coupling is very sensi-
tive to various conditions and that the majority coupling-type may
switch depending on the concentration.54,55 Additionally, changes
in local charge densities, as would be introduced by the N atoms
in Fe16N2, have been shown to strongly influence the stability of
ferromagnetic and antiferromagnetic coupling for Mn impurities
in bcc and fcc Fe.56 Hence, our results support these recent reports
while also extending the understanding of magnetic properties to
the novel system of Fe16 − xMnxN2.

The prediction of large, ferromagnetically-coupled Mn mag-
netic moments in Fe16 − xMnxN2 is supported by the earlier theo-
retical works of Huang et al.23 and Ke et al.,18 in which moments
as high as 3.1 μB and 3.23 μB were calculated within the framework
of GGA and GW, respectively. In terms of experimental work, data
remain limited, generally showing minor decreases in magnetiza-
tion at relatively high concentrations (5%–15%).22,57 To provide
further insight, we have performed a detailed investigation into the
properties of this system at lower Mn concentrations. Firstly, we
have determined which site Mn prefers to occupy at sufficiently low

concentrations, in which individual Mn impurities remain isolated
from one another. The formation energies of the Fe16 − xMnxN2

alloy, with respect to pure Fe16N2, for Mn atoms placed at the 4d,
4e, and 8h sites at a concentration of approximately 1.5% are found
to be −16.6, −6.74, and −8.72 meV/atom, respectively, indicating
that Mn occupation is preferred at the 4d site. When placed at this
site, Mn couples ferromagnetically and achieves a very high mag-
netic moment of 3.712 μB. To determine how this influences the
overall magnetic properties of the material, we have calculated the
average magnetic moment per metal atom as a function of Mn con-
centration when placed solely at 4d sites, the results of which are
listed in Table II. Interestingly, the overall average magnetic moment
exhibits a linear increase at low concentrations, reaching a maximum
of 2.880 μB at approximately 4.68%. However, if Mn impurities
occupy the 4d sites at concentrations of 6.25% or greater, the mag-
netic moment begins to deteriorate. This change is directly related to
the effects of Mn on neighboring Fe atoms. At sufficiently low con-
centrations, Mn impurities remain isolated and cause only a slight
decrease (<0.05 μB/Fe) in the magnetic moments of surrounding Fe
atoms. However, at higher concentrations, Mn atoms placed at the
4d sites are forced to share adjacent Fe–N clusters, causing a larger
decrease (∼0.15 μB/Fe) in the surrounding Fe atoms. Further expla-
nations of the magnetic coupling from an electronic and chemical
perspective are given in Sec. III D.

As listed in Table II, placing Mn atoms at 4d sites causes small
contraction of the unit cell (−0.35% at a Mn concentration of
6.25%) as a result of the smaller atomic radius of Mn. Therefore, by
considering changes in volume and average magnetic moment, we
have calculated the volume magnetization of Fe16 − xMnxN2 at low
concentrations. Table II shows that magnetization is increased and
reaches a maximum of about 2.134MA/m, corresponding to a
1.41% increase with respect to pure Fe16N2. The possibility of a
greater increase in magnetization may exist at finer concentrations;
however, we are limited by viability based on computational
expense. We stress that these results provide insight into only the
magnetization of the system, which may or may not lead to higher
coercivity. Furthermore, we suggest additional experimental work
be conducted to confirm these findings and investigate a more
detailed range of concentrations.

Average magnetic moments of the end-member compounds
have been calculated, with the resulting values listed in Table I. All
systems are shown to exhibit smaller moments than Fe16N2. Two
compounds, Co16N2 and Ni16N2, are ferromagnetic and achieve rel-
atively high moments of 1.937 and 0.718 μB, respectively. As is the

TABLE II. Structural, energetic, and magnetic properties of Fe16 − xMnxN2 at low concentrations, calculated using the hybrid HSE06 functional. Alloy concentrations listed are
given by (x/16) × 100%. Mn substitution is considered only at the energetically favorable 4d sites. The magnetic moments listed are averages of all metal atoms (Fe and Mn) in
the structure. Volumes listed are normalized per formula unit of Fe16N2. Formation energies are with respect to pure Fe16N2.

Mn concentration (%) Average moment (μB) Volume (Å3) Magnetization (MA/m) Formation energy (meV/atom)

0.00 2.844 200.486 2.103 0.00
1.5625 2.857 200.449 2.113 −16.6
3.124 2.869 200.248 2.124 −32.8
4.6875 2.880 200.074 2.134 −51.7
6.25 2.849 199.889 2.113 −56.6
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case with Fe16N2 and Fe, these magnetic moments are higher than
those of Co and Ni in their respective ground states. The other end-
member compounds in this work are ferrimagnetic due to metal
atoms at the 4d, 4e, and 8h sites exhibiting antiparallel magnetic
moments of unequal magnitudes. Mn16N2 is the only compound of
this type to exhibit any significant average magnetic moment
(0.188 μB), whereas the rest display near-zero values.

D. Electronic structure

The spin-polarized electronic density of states (DOS) for pure
Fe16N2 is shown in Fig. 4(a). General features of the DOS match
well with previous calculations.17 Covalent interaction between Fe
3d and N 2p electrons is shown by strong hybridization in two

regions: −9 eV for spin-up states and −7 eV for spin-down states.
Significant Fe–N bonding occurs only for Fe atoms at the 4e and
8h sites, which neighbor N atoms. The majority of remaining occu-
pied states consist of itinerant Fe d electrons involved in metallic
bonding, occurring mostly between Fe atoms at the 4d sites and
surrounding Fe atoms at 4e and 8h sites. Hence, these features
reflect the roles of both localized and itinerant electrons within
Fe16N2.

16 The spin-polarized DOS indicates much greater occupa-
tion of Fe spin-up states compared to spin-down states, leading to
the large net magnetic moment discussed in Sec. III D.

Other work has emphasized the importance of valence electron
concentration and covalent interactions on the stability of transition
metal nitrides and carbides.58–61 Thus, to gain further insight into
the nature of bonding in Fe16N2, we have computed Crystal Orbital
Hamiltonian Populations (COHP), providing another method for
analyzing the electronic structure. In COHP analysis, the electronic
density of states is decomposed into orbital overlap populations,
allowing states to be broken down into categorical covalent
interactions.62–66 Specifically, bonding and antibonding states corre-
spond to energetically favorable and unfavorable orbital overlap,
respectively, arising from the Pauli exclusion principle as discussed
in more detail through previous texts.67,68 Here, we utilize the
LOBSTER package62–66 to compute COHP with the convention of
inverting sign (-COHP) such that positive and negative values repre-
sent bonding and antibonding states, respectively.69 Following the
approach of Landrum and Dronskowski,70 we have considered both
the nonmagnetic and ferromagnetic configurations of Fe16N2. Such
magnetic ordering is included in COHP by partitioning the
spin-polarized charge density determined throughout our DOS
calculations. As shown in Fig. S3 of the supplementary material, the
nonmagnetic COHP curves display strong antibonding character at
the Fermi energy, causing a ferromagnetic configuration to
become energetically favorable. The COHP curves of ferromag-
netic Fe16N2 are displayed in Fig. 4(b). Indeed, integration of
COHP (-IpCOHP) within the range of occupied energies, which
provides an estimate of bond strength, yields a value of 0.994 eV for
the ferromagnetic configuration. This is larger than the value of
0.838 eV for the nonmagnetic configuration, indicating enhanced
covalent interaction and a more stable configuration. At low
energies ranging from −10 to −7 eV, the ferromagnetic COHP
exhibits strong bonding character as a result of Fe–N covalent
bonding. At moderate energies, ranging from −7 to −4.5 eV,
interactions between spin-up and -down states are purely
bonding due to d orbital overlap between adjacent Fe atoms.
However, at energies above −4.5 eV, spin-up states display relatively
significant antibonding character while spin-down states remain
purely bonding. Considering that a majority of the Fe 3d electrons
are spin-up, occupation of antibonding states is a direct result of the
Pauli exclusion principle. The occupation of these antibonding
states is likely a key factor in the low thermal stability of Fe16N2.

To provide further explanation for the influence of each tran-
sition metal on the energetic and magnetic properties of Fe16N2,
electronic DOS has been calculated for each Fe16 − xMxN2 alloy.
Corresponding results are displayed in Fig. S4 of the supplementary
material. As discussed in Sec. III C, group (i) elements Mn, Co,
and Ni couple ferromagnetically with Fe while group (ii) elements
Ti, V, and Cr couple antiferromagnetically. This finding is reflected

FIG. 4. Spin-polarized (a) electronic density of states (DOS) and (b) COHP
curves for pure Fe16N2, calculated using the hybrid HSE06 functional. In the
DOS, spin-up densities are plotted above the x-axis, while spin-down densities
are plotted below. For -COHP, positive values indicate bonding, while negative
values indicate antibonding. For both figures, the Fermi energy is set to 0 eV.
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by the local DOS of the respective transition metal in each alloy.
Group (i) elements are characterized by a majority occupation of
spin-up states while group (ii) elements display a majority occu-
pation of spin-down states. The nature of coupling for each transi-
tion metal can be explained using the Stoner model, which states
that intra-atomic exchange (Hund’s rules) and electronic occupa-
tion at the Fermi energy must both be sufficiently strong to cause
ferromagnetic ordering.71 Excluding Mn, elements lying to the
left of Fe on the periodic table (Ti, V, Cr) contribute insufficient
3d electrons and display relatively weak intra-atomic exchange;
hence, antiferromagnetic coupling is favorable. In contrast, ele-
ments lying to the right of Fe (Ni, Co) contribute more electrons
and display stronger intra-atomic exchange; hence, ferromagnetic
coupling is favorable. The findings here match with the magnetic
ordering of each transition metal in its respective elemental ground
state. Mn represents a unique case for which separate analysis is
conducted later in this section.

To determine the cause of stabilization in Fe16 − xMxN2 alloys
from a chemical and electronic perspective, COHP has been calcu-
lated for each system. As with all other properties discussed thus
far, clear distinction in features of the COHP is observed between
alloys of group (i) and group (ii) transition metals. The group
(i) alloys of Ti, V, and Cr display greater overall bonding character
than group (ii) alloys of Mn, Ni, and Co. As discussed earlier and
shown in Fig. 4(b), the spin-up electrons of Fe occupy antibond-
ing orbitals at energies above −4.5 eV while the spin-down states
maintain purely bonding character throughout all occupied ener-
gies. Hence, the group (i) elements, which couple antiferromag-
netically, exhibit decreased occupation of the spin-up antibonding
states and increased occupation of the spin-down bonding states.
This enhanced covalent interaction results in a greatly decreased
formation energy, as shown in Fig. 3. In contrast, the group
(ii) elements, which couple ferromagnetically, retain majority
occupation of the spin-up antibonding states. However, compared
to the electronic configuration of the Fe atoms in pure Fe16N2, the
group (ii) elements exhibit slightly greater occupation of spin-
down orbitals with bonding character. As a result, a decrease in
formation energy is observed, though to a lesser degree than in
the group (i) alloys. These conclusions are supported by -IpCOHP
values, found by integrating the COHP curves, listed in Table S4
of the supplementary material. Alloying causes an increase in
-IpCOHP for all metals in this work, thus strengthening covalent
interactions and stabilizing the material. Distinction is shown
between group (i) and group (ii) elements, with the former exhib-
iting greater values of -IpCOHP than the latter. Within each
group, trends in formation energies are related to electronegativi-
ties. Transition metals displaying lower electronegativities, there-
fore forming more highly ionic metal-nitrogen bonds, are found
to cause a greater decrease in formation energy. These findings are
supported by charge transfer values of each element, listed in
Table S5 of the supplementary material.

As discussed in Sec. III C, Mn is the only transition metal in
this work to cause an increase in magnetization when alloyed with
Fe16N2 at low concentrations (<5%). Considering our results here,
in addition to previous findings regarding the interaction of Mn in
bcc Fe and in Fe16N2,

23,53,57 we hypothesize that the interstitial N
atoms are crucial in stabilizing the ferromagnetic coupling and

high magnetic moment of Mn in Fe16 − xMnxN2. To test this
theory, we have computed several key electronic properties in
Fe16 − xMnxN2, with a single isolated Mn impurity at the 4d site,
for two cases: with and without interstitial N atoms included in a
72-atom supercell. The structure is kept fixed for each case, allow-
ing solely electronic effects of the N atoms to be analyzed. This pro-
cedure follows the work of Sims et al., in which the fictitious
“Fe16N0” structure was studied to determine the influence intersti-
tial N atoms on the electronic structure of Fe atoms.17 They con-
cluded that magnetic moments in Fe16N0 are larger than those of
bcc Fe owing to volumetric expansion, whereas the addition of N
atoms further increases surrounding Fe moments as strong
exchange splitting is induced.17 In this work, we find similar results
which are enhanced in the electronic structure of Mn. Firstly, the
effective charge of Mn is calculated using Bader’s analysis. Without
nitrogen atoms in the structure, Mn exhibits an effective valence
charge of 6.847e, indicating a net transfer of only 0.153e to sur-
rounding Fe atoms. In contrast, including N atoms causes the
charge transfer to substantially increase, resulting in a value of
0.288e. Therefore, although Mn atoms at the 4d sites are not directly
coordinated to N atoms, an indirect electrostatic interaction is medi-
ated by adjacent Fe atoms. Next, to determine how this change in
charge density affects spin-up and -down states individually, we
have calculated the spin-polarized local electronic DOS of Mn in
each case. As displayed in Fig. 5, inclusion of N atoms causes two
major changes in the DOS. Firstly, occupation of spin-up states is
greatly enhanced, reflected by a shift in the density peak from above
to below the Fermi energy. Secondly, occupation of spin-down
states is decreased. Each of these effects results in a ferromagnetic
configuration with a large net moment.

To provide a fundamental explanation for this phenomenon,
we consider the competition between intra- and interatomic
exchange interactions. Intra-atomic exchange occurs within the
Mn atom and is linked to Hund’s rules, stating the lowest energy
atomic configuration is that which maximizes the total spin within
a subshell.71 Interatomic exchange occurs between Mn and sur-
rounding Fe atoms due to the Pauli exclusion between electrons of
like spin. Our analysis of effective charge demonstrated that both
Fe and Mn retain a greater majority of their individual electrons
without the inclusion of N atoms. As a result, a strong overlap of
occupied 3d orbitals occurs, causing the interatomic exchange
interaction to dominate; hence, as shown by the local DOS
without N atoms included, a forced occupation of spin-down
states takes place, coupled with a decrease in the occupation of
spin-up states. Whereas for the other case, introducing N atoms
allows significantly increased charge transfer away from the Fe
and Mn atoms, thus decreasing the overlap of occupied 3d orbitals
and allowing intra-atomic exchange to dominate. According to
Hund’s rules, a majority occupation of spin-up states is preferred
in this configuration, as shown by the local DOS with N atoms
included. Therefore, by means of increased intra-atomic exchange
and decreased interatomic interaction, the net result of the inter-
stitial N atoms is the stabilization of ferromagnetic Mn coupling
with an enhanced magnetic moment. We note that the mecha-
nism described here is similar to that of the known Mn-based
Heusler alloys, which also achieve exceptionally high localized
magnetic moments at Mn sites owing to numerous effects
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including volumetric expansion and increased charge localization
with respect to the end-member compounds.72–74

Stabilization of ferromagnetic Fe–Mn coupling may also be
viewed from a chemical perspective. We have calculated COHP
with respect to Mn and its surrounding Fe atoms, within struc-
tures including and excluding the interstitial N atoms. In a
similar manner to the analysis conducted on pure Fe16N2 earlier
in this section, we first calculate COHP curves for nonmagnetic
configurations, the results of which are displayed in Fig. S5 of the
supplementary material. If no N atoms are included, the Fermi
level is shown to fall directly within a region of nonbonding. In con-
trast, the inclusion of N atoms causes the Fermi level to shift into a
region of strong antibonding. Therefore, it becomes energetically

favorable for the electrons to rearrange into a ferromagnetic
configuration. This conclusion is supported by the spin-polarized
Fe–Mn COHP curves in Fe16 − xMnxN2, displayed in Fig. S6 of
the supplementary material. By adopting a ferromagnetic confi-
guration, the total -IpCOHP increases from 0.574 eV to 0.628 eV,
indicating enhanced covalent interaction with lower energy than
the nonmagnetic state.

The electronic DOS has been calculated and plotted for each
end-member compound, displayed in Fig. S7 of the supplementary
material. As in Fe16N2, strong hybridization between the 3d elec-
trons of the transition metal and the 2p electrons of N occurs at low
energies, while the majority of remaining states are occupied by itin-
erant 3d electrons. However, features of the metal spin-up and
-down states vary depending on the system. The ferromagnetic com-
pounds, Co16N2 and Ni16N2, display a significant majority occupa-
tion of spin-up states. However, in contrast to Fe16N2, a greater
number of spin-down states are occupied as a result of increased d
electron contribution from Co and Ni, therefore causing the net
magnetic moments of Co16N2 and Ni16N2 to be smaller than that of
Fe16N2. As for the remaining end-member systems, which are only
ferrimagnetic, differences between occupations of spin-up and
-down states are relatively minor. This result reflects the dominance
of interatomic exchange interactions between neighboring atoms of
Ti, V, Cr, and Mn. Lastly, regarding the instability of Ti16N2 dis-
cussed in Sec. III A, we perform COHP calculations revealing a low
-IpCOHP value of 0.414 eV for Ti16N2 in contrast to a much larger
value of 0.994 eV for Fe16N2, thus confirming our prediction of
weak metallic bonds present in Ti16N2 owing to low valence electron
concentration. The detailed COHP curves are displayed in Fig. S8 of
the supplementary material.

IV. CONCLUSION

In summary, we have studied the structural, energetic, elec-
tronic, and magnetic properties of pure Fe16N2 and Fe16 − xMxN2

alloys using a variety of state-of-the-art computational tech-
niques. Standard DFT approaches based on GGA are shown to
provide a reliable description of the structural and energetic
properties of Fe16N2. However, these methods may be insufficient
to accurately predict the electronic structure and magnetization
due to the presence of partial electron localization and charge
distribution variations resulting from interstitial N atoms.12,17

Therefore, the hybrid HSE06 functional is utilized to calculate a
magnetic moment of 2.844 μB/Fe and a volume magnetization of
2.103 MA/m in Fe16N2. If confirmed, these results would support
the high magnetization suggested by recent experimental work;10

however, the accuracy of hybrid functionals must be considered
carefully as the most suitable choice of screening and mixing
parameters may vary depending on the strength of exchange-
correlation effects occurring within the metallic system.17

In Fe16 − xMxNx alloys, simulated using special quasirandom
structures, we have illustrated direct relationships between changes
in volume and atomic radii of the transition metals, while changes
in the c/a ratio are more closely related to magnetic effects.
Formation energies of all alloys are shown to decrease as alloy con-
centration is increased, indicating enhanced stabilization. We
predict Fe13Ti3N2 and Fe13V3N2 to remain stable up to temperatures

FIG. 5. Local electronic density of states (DOS), calculated using GGA, for iso-
lated Mn atoms placed at the 4d sites within a 72-atom supercell, Fe63Mn1N16,
(a) without and (b) with interstitial nitrogen atoms included. Spin-up densities
are plotted above the x-axis, while spin-down densities are plotted below. The
Fermi energy is set to 0 eV.
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of 930 K and 775 K, respectively, both of which are significantly
higher than the known decomposition temperature of pure Fe16N2.
However, large decreases in magnetization limit the suitability of
these materials for applications. Should Ti and V be used as alloying
elements in Fe16N2, low concentrations are recommended. Trends
in formation energies are linked to differences in covalent interac-
tions and electronegativities, shown by COHP curves and effective
charges. For almost all transition metals tested, increasing concen-
tration in Fe16 − xMxN2 leads to a decrease in magnetization. The
degree of impact can be explained in terms of magnetic coupling.
Group (i) elements Ti, V, and Cr couple antiferromagnetically with
surrounding Fe atoms and cause a large decrease in net magnetiza-
tion. In contrast, group (ii) elements Ni and Co couple ferromag-
netically and cause only a small decrease in net magnetization.

Fe16 − xMnxNx alloys represent a unique case. At low concen-
trations (<5%), we have predicted a 1.41% enhancement in magneti-
zation using the HSE06 functional. This results from ferromagnetic
coupling and large local magnetic moment (3.71 μB) of Mn atoms
within the structure. By analyzing the electronic, chemical, and mag-
netic properties of the Fe16 − xMnxNx with and without the inclusion
of interstitial N atoms, we provided clear evidence that the N atoms
are crucial in stabilizing the ferromagnetic configuration of Mn
atoms. This is done by changing the relative magnitudes of
intra- and interatomic exchange interactions. At intermediate
concentrations (5%–20%), magnetization of the system remains
relatively constant as large Mn moments are offset by decreases
in Fe moments. At concentrations greater than 20%, magnetiza-
tion decreases significantly as a portion of the Mn population
begins to couple antiferromagnetically. We note that these findings
must be considered cautiously, as the hybrid HSE06 functional risks
the overestimation of exchange-splitting in metallic systems.
Furthermore, only magnetization has been studied in this work,
while further investigation is necessary to determine the changes in
coercivity in Fe16 − xMnxNx at low concentrations.

Lastly, the properties of the end-member M16N2 compounds
have been computed. Given that none of these materials, excluding
Fe16N2, have been synthesized, we provide purely predictive findings.
Except for Ti16N2, all are shown to be dynamically stable at 0 K. The
instability of Ti16N2 can be attributed to its low valence electron
concentration. Formation energies of the end-member compounds
indicate that trends in energies of the Fe16 − xMxN2 alloys follow a
mostly linear path as concentration is increased. With respect to
magnetic properties, Co16N2 and Ni16N2 are the only materials
exhibiting ferromagnetic configurations. The rest are ferrimagnetic
with near-zero net magnetizations.

SUPPLEMENTARY MATERIAL

See the supplementary material for further information
regarding the detailed structural, thermodynamic, and electronic
properties of Fe16 − xMxN2 alloys and M16N2 end-members where
M represents 3d transition metals Ti, V, Cr, Mn, Co, and Ni. An
additional 8 figures and 5 tables include equilibrium lattice
parameters, formation energies, magnetizations, -IpCOHP values,
effective charges, phonon DOS, electronic DOS, and COHP
curves. SQS files organized by composition are also made avail-
able for each compound.
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