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Abstract

Transitions in the critical island size / in submonolayer growth from i=1 to i=2 and from i=1 to i=3, corresponding to
homoepitaxial growth on metal (111) and (100) surfaces, are studied using kinetic Monte Carlo simulations of a restricted pair-
bond model, both with and without island relaxation, and are compared with rate-equation predictions. In both cases, the rate
equations significantly underestimate the transition temperature from i=1 behavior to a higher critical island size. The difference is
due to the neglect of spatial correlations in the standard rate-equation approach. A partial solution involving the use of effective

detachment rates is proposed. © 1997 Elsevier Science B.V.
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1. Introduction

Recently there has been a good deal of experi-
mental [1-11] and theoretical [12-30] interest in
the scaling properties of the island density and
island-size distribution in submonolayer epitaxial
growth. One important motivation is that the
dependence of the submonolayer island density on
deposition rate and temperature at fixed coverage
0 in the precoalescence regime may be used to
identify important activation energies for micro-
scopic processes on the surface. One fundamental
concept which has been extensively used is that of
a critical island size corresponding to one less than
the number of atoms in the smallest stable island
[13]. For a given critical island size /i, standard
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rate-equation theory [13] predicts that at fixed
coverage, the island density N and single-adatom
(monomer) density N, scale as

E.
N~(D/F) % ex [——J la
P (i+2)kyT (1)
Ny ~(D/F)~1 =% exp [——E—J (1b)
/ (i+2)ksT |

where y;=i/(i+2) and R= D/F is the ratio of the
hopping rate D (D=D, e "*sT) of an isolated
adatom to the deposition flux F, while E; is the
binding energy of the critical cluster. From the
flux dependence of the island density at fixed
temperature, the exponent y, and the critical island
size i may be determined experimentally, while the
temperature dependence of the island density yields
an estimate for the combination E;+iE,, where
E, 1s the activation energy for monomer diffusion.
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In the simplest case (corresponding to i=1 at low
temperature), one has E;=0 and the activation
energy for monomer diffusion E, may be deter-
mined directly from a measurement of the temper-
ature dependence of the island density [7].

Egs. (1a) and (1b) may be derived from a con-
traction of the standard rate equations [13] using
the assumption that the density N, of critical
istands satisfies the quasi-equilibrium Walton rela-
tion [12] N;~ef*sTNi However, as has been
noted by a number of authors [20,23] the rate-
equation approach ignores correlations. In particu-
lar, as pointed out in Ref. [26]. the standard rate-
equation approach assumes that 4 monomer which
has detached from an island is equally likely to
attach to any existing island rather than to
a nearby island. The classical rate-equation
approach also assumes that in the case of a critical
island size /, all islands of a size i+ 1 or larger are
stable, although for i1 this is unlikely for many
systems, even in the case of rapid island relaxation.
Nevertheless, recent arguments and kinetic Monte
Carlo simulations [24,25] have shown that for
more realistic models in which the smallest stable
island size i1s given by i+ 1, but for which detach-
ment from islands larger than i+ 1 is allowed, the
flux dependence of the island density predicted by
Egs. (1a) and (1b) still holds (i.e. y,=i/(i+2)).
However, only preliminary simulation results for
the dependence of the island density on the binding
energy of the critical cluster have so far been
reported [25-27].

In this paper we present the results of extensive
kinetic Monte Carlo (KMC) simulations carried
out in order to study the crossover scaling behavior
of the island density as a function of temperature
and critical cluster energy. Of particular interest is
a comparison between simulation results for the
transition from i=1 to i=3 on a square lattice
(corresponding to growth on a metal (100) surface)
and the rate-equation prediction (Egs. (la) and
(1b), as well as with recent results for the crossover
scaling behavior obtained by direct numerical
integration of the standard rate equations [28].
We also present a comparison between simulation
resuits for the case of a transition from /=1 to i=
2 on a triangular lattice (corresponding to growth
on a metal (111) surface) and the corresponding

rate-equation results. We note that a transition
from a critical island size of 1 at low temperature
to a critical island size of 2 at higher temperature
is expected to occur in metal (111) homoepitaxy
[25] and is recently believed to have been observed
in Rh/Rh(111) deposition [11]. In addition, a
transition from /=1 to /=3 has also been reported
for Fe/Fe(100) deposition at room temperature
[7]. and may be expected to occur in a variety of
other metal (100) homoepitaxy systems. Therefore,
the results of our simulations may be useful in the
analysis and interpretation of a variety of
experiments.

2. Simulations

In order to consider the simplest possible case,
simulations were carried out using a restricted
pair-bond model [25], in which the detachment
rate for adatoms with one nearest-neighbor bond
is given by D;=r D (where r, =efsT and Ey is
the nearest-neighbor bond energy), while atoms
with two or more nearest-neighbor bonds are
assumed to be immobile. This implies [25] that for
a sufficiently large rate of one-bond detachment
(i.e. sufficiently large temperature), the critical
island size is equal to 2 on a triangular lattice
(corresponding to a stable trimer), while on a
square lattice the critical island size is equal to 3
(stable tetramer). As already noted in Refs. [25-
28]. such a restricted pair-bond model may be
appropriate for systems for which the nearest-
neighbor bond energy £y is sufficiently large that
the rate of two-bond detachment is negligible. As
in Ref. [25], simulations were carried out on both
square lattices (corresponding to metal (100) sur-
faces) and triangular lattices (corresponding to
metal (111) surfaces). In order to study the effects
of island relaxation on the scaling behavior, simu-
lations were carried out both with and without
edge diffusion. In the case in which edge diffusion
was included. a separatle activation energy for
diffusion of adatoms with one nearest-neighbor
bond along edges and around kinks was included
at a rate given by D, =D.

We note that for the model considered here, the
standard rate-equation prediction (Egs. (1a) and
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(1b)) implies (since E;=(i—1)Ey for i=1,2(3) on
a triangular (square) lattice [25,27,29])

N~r1'¢iR -+ R 1,/3(,,213/2 R)~2(if D/3GE+2)]

(2a)
]\/1 ~r‘f5R —2i+2) R~ 2/3 (,,?/2 R)Z(i— 1)/[3(i+2)]’

(2b)

where ¢/ =¢, =(—1)/(i+2). If we assume, as first
suggested in Ref. [25], that the crossover scaling
function for the island density N (at fixed coverage)
from /=1 to i=k has the general form

N~R ™' f,(riR). (3)

where x;, is a crossover exponent, and where
f(u) ~const. for u« 1 and f(u) ~u~ 2k~ VBE=2I for
u>1, then the standard rate-equation prediction
(Egs. (2a) and (2b) implies that the value of the
crossover exponent is given by x,;=.x3=3/2
[27-29].

3. Results and discussion

Fig. I shows the results obtained from simula-
tions of our restricted pair-bond model on a trian-
gular lattice. In particular, Fig. la shows the
crossover scaling function f,(ri?R)=NR'?
(where N is the island density at fixed coverage
0=0.1) for the case without edge diffusion
(D.=0) wusing the rate-equation prediction
X1,=23/2. As can be seen, there is good agreement
with the scaling form (Eq. (3) using the exponents
$,=1/4, x,,=3/2 predicted by Egs. (1a) and (1b)
and Eqgs. (2a) and (2b). In particular, for small
values of u=r}*R one has f|,(u)~const., corre-
sponding to i=1 behavior, while for very large
values of u one has f},(u)~u""% corresponding
to i=2. Thus. the standard rate-equation theory
appears to give the correct scaling form in this
case. We note, however, the existence of small
deviations from the expected f,,~u '*® behavior
at large u for small D/F. This indicates that rela-
tively large values of D/F are needed for the
asymptotic scaling behavior predicted by Eqs. ( 1a)
and (1b) and Egs. (2a) and (2b) to be observed.

Fig. 1b shows the corresponding results for the
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Fig. 1. Simulation and rate-equation results for the restricted
pair-bond model on a triangular lattice as function of », and
R. (a) Island-density crossover scaling function f,,(r,3/2R). (b)
Scaling exponent y=d(ln N)/d[In(F)] as a function of cross-
over scaling variable r3? R. Filled symbols correspond to results
with no edge diffusion, while open symbols correspond to
results with rapid edge diffusion. The solid curve is the rate-
equation prediction from numerical integration of Eqs. (4a),
(4b) and (4c¢). Dashed curves are corrected rate-equation fits
(see text) with x=0.33 (through open symbols) and x=10.13
(through filled symbols).

effective scaling exponent y=d(ln N)/d(In F) as a
function of u for both the case without edge
diffusion (filled symbols, D,=0) and the case of
rapid island relaxation via fast edge diffusion (open
symbols, D.=D). In the latter case, dimer edge
diffusion has been suppressed in order to prevent
dimer mobility. As can be seen, the results with
fast edge diffusion are significantly different from
those without edge diffusion. In particular, the
crossover away from y=1/3 occurs significantly
earlier in the case of fast island relaxation than
without island relaxation. This is most probably
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due to the effects of edge diffusion on the stability
of small clusters. We now consider a more quanti-
tative comparison of our results with standard
rate-equation theory.

As is well known [19,20,23], the use of rate
equations with constant capture cross-sections is
not sufficient to provide a quantitative measure of
the island density as a function of coverage, even
though such an approximation may predict cor-
rectly the dependence of the island density on
deposition flux for a given critical island size.
However, it has been argued [28] that the standard
rate-equation approach may still be used to accu-
rately predict transitions in critical island size and
crossover scaling behavior, and in particular to
predict the value of the exponent jy=
d(In N)/d(In F). In order to test this, we compare
our simulation results in Fig. 1b with the results
obtained from numerical integration of the con-
tracted set of rate equations

dN,/d0=1-2Rs,N* — Ro,N,N, — Ro, NN

+4r, RN,, (4a)
dN,/d0=Re,N? —Ra,N,N, —2r,RN,, (4b)
dN/d0=Ro,N,N,, (4¢)

which take into account adatom deposition and
diffusion as well as dimer formation and break-up,
trimer formation, and attachment of isolated ada-
toms to stable clusters of size greater than 2. Here,
Ny, N,, and N refer to the density of monomers,
dimers, and islands of size 3 or greater, respec-
tively, and for simplicity the capture cross-sections
0. 0, and o,, are all taken to be constant, as in
Ref. [28]. In Egs. (4a), (4b) and (4c), a corrected
effective detachment rate r{ =0.6r, has been used,
since for an adatom with one bond on a triangular
lattice, only three of the five possible directions
for one-bond diffusion actually correspond to
detachment. We note that this set of rate equations
corresponds to the case in which all islands of size
3 or greater are stable (no detachment) and is
appropriate for our simulations with rapid edge-
diffusion, since in this case any single-bonded
adatom which is part of an island of size 3 or
greater will rapidly move to a nearest-neighbor
site with two or more bonds. We also note that

the rate-equation results shown in Fig. 1b all corre-
spond to 6, =0,=0,,=1. However, the rate equa-
tions were also integrated numerically using
significantly larger values (up to a,,=7), and very
little change in the results was observed. This is
not surprising, since the exponent y is related to
the effective “critical 1sland size” 7/, which depends
primarily on the effective detachment rate and not
on the capture cross-sections.

Fig. 1b shows a comparison between our simula-
tion results for y with rapid edge diffusion (open
symbols) and the rate equation results from
Eqgs. (4a), (4b) and (4c¢) (solid curve). As can be
seen in Fig. 1b, the rate-equation prediction with
ry =0.6r; (solid curve) does not agree with our
rapid edge-diffusion results. While this is due in
part to the assumption of constant capture cross-
sections a, it is also due to the fact that the rate
equations do not take into account the probability
that a dimer which has just broken up is more
likely to reform than is one of the adatoms to
attach to a nearby island. This leads to an effective
detachment probability r. which is smaller than
the actual detachment rate ri{. Accordingly, we
have replaced the detachment probability in
Egs. (4a), (4b) and (4c) by an effective detachment
rate ri.p=ar; in an effort to fit the simulation
results. As can be seen by the dashed curve in
Fig. b, reducing the actual detachment rate by a
factor of about 1/3 (2=0.33) gives a good fit to
our simulation results with edge diffusion. We
note, however, that a direct analysis of the prob-
ability of an isolated dimer which has just broken
up to re-form gives a somewhat higher value
(x~0.45), so that a simple argument does not
entirely account for this result. Also shown in
Fig. Ib is a rate-equation fit to our simulation
results without edge-diffusion using o=0.13. We
note that in this case the fit is somewhat heuristic,
since the fact that there is a significant probability
for detachment from large clusters in the absence
of edge diffusion has not been taken into account
in our rate equations.

We have also checked whether the Walton rela-
tion holds in the limit of large u corresponding to
i=2 behavior by measuring the Walton ratio
Rw =N, e T/N2 =y N,/N? in our simulations
as a function of coverage for two different sets of
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values of r, and R. As expected, we find relatively
good agreement (Ry ~3+0.5 for 0.01 <0 <0.1 for
r;=0.01, R=107 and r, =0.003, R=10%). We note
that the fluctuations in Ry, are quite large due to
the very small magnitude of the monomer and
critical island density, especially at higher cover-
ages. We have also checked the scaling of the
monomer density N, as a function of r; in this
regime, and again find relatively good agreement
with Eq. (1b). Accordingly, we conclude that
although the standard rate-equation approach
(including the Walton relation) gives the correct
scaling behavior and scaling exponents for this
system in the limit of both i=1 and /=2, it does
not give a quantitative estimate of the crossover
behavior. This i1s due to the use of constant capture
cross-sections and the neglect of correlations in
detachment/attachment in the standard rate-equa-
tion approach.

We now consider the transition from i=1to i=
3. Figs. 2 and 3 show our results for the island
density and scaling exponent y=d(In N)/d(In F)
(where N is the island density at fixed coverage
00 =0.1) obtained from simulations of our restricted
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Fig. 2. Island-density crossover scaling function f,,(u)=~NR'?,
where u=r{"*R and the crossover cxponent x;;=1.33 arc
obtained from simulations of the restricted pair-bond model on
a square lattice. The fit for large u (dashed line) has a slope of
—0.25. The inset shows the scaling behavior of island density
N as a function of the detachment rate r, in the i=3 regime.
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Fig. 3. Scaling exponent y =d(In N)/d[In(F)] as a function of
#1-3 R obtained from simulations of the restricted pair-bond
model on a square lattice. Filled symbols correspond to results
with D, =0 (no edge diffusion), while open symbols correspond
to results with D, = D (rapid edge diffusion). The solid curve is
a rate-equation prediction (see text). The dashed curve is a
corrected rate-equation fit using an effective-detachment rate
given by x=0.14.

pair-bond model on a square lattice. As for the
triangular lattice, simulations were carried out
both with and without rapid island relaxation via
edge diffusion and over a wide range of values of
riand R(2.5x10 °<r <10 3 10°<R<10). In
the case of rapid edge diffusion (D.=D), dimer
and trimer edge-diffusion were suppressed in order
to prevent small cluster mobility. In both cases we
find a transition from a regime with y ~1/3 (corre-
sponding to i=1) to a regime with y~0.6 (corre-
sponding to a critical island size equal to 3).

The inset of Fig. 2 shows the scaling of the
island density N as a function of the detachment
rate r, in the large-u regime corresponding to i=
3 (#=>=0.6). As can be seen, the measured value of
the exponent ¢5 (¢;~0.34) does not agree with
the standard rate-equation prediction ¢;=04.
Taking into account the value of y (y~0.58), this
implies a value for the crossover scaling exponent
X3 (x;3=1.33) which is significantly below the
expected value of 3/2 predicted by Egs. (2a) and
(2b). Similar results obtained with rapid edge
diffusion (and for large u) yield even smaller esti-
mates for ¢5 (¢3~0.27-0.29). Thus, while the rate-
equation predictions ¢;=0.4 and x;=3/2 may



J.G. Amar, F. Family | Surface Science 382 ( 1997) 170177 175

hold in the limit of very small r; and very large R,
over the range of our simulations the crossover
exponents are significantly smaller. It should be
noted that this parameter range is well within the
typical parameter range observed in experiments.

Fig. 2 also shows the island-density crossover
scaling function f5(r713R)= NR'? (for the case of
no edge diffusion) using the value of the crossover
scaling exponent obtained from our estimate of
¢5 in the inset (x;3=1.33). As can be seen, there
is reasonably good scaling, while the slope of the
crossover scaling function for large u is close to
the asymptotic value of —4/15>~ —0.266 and is
consistent with the values of y shown in Fig. 3. In
contrast, a similar crossover scaling plot (not
shown) using the rate-equation prediction
X13=3/2 yields a value for the slope of the cross-
over scaling function f\5(u) for large u which is
much smaller (—0.19), and which is inconsistent
with the value of y observed in this regime. We
note that preliminary data showing the deviation
of the detachment exponent ¢; from the rate-
equation prediction was already noted in Ref. [25],
while preliminary results for the crossover scaling
function /5 were shown in Ref. [27]. Simulation
results using a different crossover scaling variable
have also been presented in Ref. [26].

Fig. 3 shows our results for the effective scaling
exponent y=d(In N)/d(In F) as a function of the
crossover scaling variable wu=rj"3R  with
x13=1.33. Surprisingly, there is very little differ-
ence between the results obtained with rapid edge
diffusion (open symbols) and without edge ditffu-
sion (filled symbols). This is in contrast to our
results on the triangular lattice, and may be due
to the fact that for the square lattice, the existence
of rapid edge diffusion does not guarantee the
stability of all clusters larger than 4. Also shown
in Fig. 3 (solid curve) is an estimate for y which
was obtained using rate equations appropriate for
the case of rapid island relaxation as in Egs. (4a),
(4b) and (4c), in which we have assumed that
dimers and trimers may break up via single-bond
detachment while all clusters of four or more
atoms are stable [31]. We note that this rate-
equation result is virtually identical to the ““univer-
sal crossover” curve predicted in Ref. [28] for the
case of fast island restructuring. As can be seen,

there is poor agreement between the rate-equation
result and our simulation results, even in the case
of fast edge diffusion [32]. This implies that, as
for the triangular lattice, the standard rate-equa-
tion approach is not sufficient to give a quantitative
estimate of the scaling behavior in the crossover
regime.

Fig. 3 also shows a fit (dashed line) to our
simulation results, in which we have replaced the
detachment rate r{ used in the rate equations by
an effective detachment rate rj=ar; with a=
0.14. We caution, however, that this is merely a fit
and does not imply that the behavior may be
described completely by the use of such an effec-
tive-detachment rate.

Finally, we note that we have also tested the
Walton relation in this case by calculating the
ratio Ny ef*sT/N3 =2 N, /N3 for different values
of D/F and r, in the i=3 regime. Although the
fluctuations are quite large due to the small mon-
omer density and critical island density, our results
indicate that the Walton relation holds, at least
within the accuracy of the simulations. This indi-
cates that the deviations from the scaling behavior
predicted by the standard rate equations are not
due to the breakdown of the quasi-equilibrium
approximation, but are rather due to the effects
already discussed, such as the neglect of
correlations.

4. Conclusion

The results of extensive kinetic Monte Carlo
simulations using a restricted pair-bond model
have been presented and compared with rate equa-
tions in order to characterize transitions in critical
island size in (100) and (111) metal homoepitaxy.
In both cases we find significant deviations between
the crossover scaling behavior predicted by the
standard rate equations and our simulation results.
In the case of the transition from i=1 to i=2 on
a triangular lattice (corresponding to metal (111)
homoepitaxy), our results for the detachment
exponent ¢, and crossover-scaling exponent x,
agree with rate-equation predictions. However, the
detailed rate-equation predictions for the crossover
behavior do not agree with simulations. In addi-
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tion, we found significant differences between the
cases with and without rapid edge diffusion. For
the case of the transition from i=1 to i=3 on a
square lattice (corresponding to metal (100) homo-
epitaxy), we find that not only are the rate-equa-
tion results unable to predict the detailed crossover
behavior, but the effective values of the detachment
exponent ¢, and the crossover exponent x; deviate
from the standard rate-equation predictions.

We note that these results indicate that both in
the case of the transition from i=1 to i=2 (trian-
gular lattice) and for the transition from i=1 to
i=3 (square lattice), the standard rate equations
significantly underestimate the transition temper-
ature from y=1/3 behavior corresponding to i=1
to a higher value of the critical island size. For the
case of metal (100) homoepitaxy this implies that
the critical transition temperatures for the demise
of the “i=1" regime and the onset of the “i=3"
regime are significantly higher than predicted in
Ref. [28].

Finally, we note that we have been able to
partially correct the rate-equation predictions by
the use of an effective detachment rate which takes
into account the fact that an adatom which
detaches from a cluster is more likely to reattach
than to attach to a nearby island. However, this
approach is somewhat heuristic and a more system-
atic approach is needed. One possibility is to
modify the standard rate-equation approach by
the use of self-consistent capture cross-sections
[23], along with a self-consistent calculation of the
detachment rate entering into the rate equations.
Further work will be needed to determine whether
this approach will be able to account for the results
presented here.
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