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Using a computationally efficient method, we have carried out large-scale molecular dynamics

simulations of Cu/Cu(100) growth up to 20 monolayers (ML) for deposition angles ranging from

50� to 85� and for both random and fixed azimuthal angles. A variety of quantities including the

porosity, roughness, lateral correlation length, average grain size, strain, and defect concentration

are used to characterize the thin-film morphology. For large deposition angles (h � 80�), we find

well-defined columnar growth while for smaller angles, columnar growth has not yet set in. In

addition, for h ¼ 70� � 85�, the thin-film porosity and columnar tilt angles (for fixed azimuthal

angle /) are in reasonable agreement with experiments. For both random and fixed /, the number of

grains, average grain-size, and number of surface atoms belonging to (111) facets increase rapidly

with deposition angle. As a result, twin facet formation and budding occur in our simulations, in

good agreement with experiments. In good qualitative agreement with recent experimental

observations, we also find that the average strain is initially compressive but becomes tensile after

the onset of columnar growth. Our simulations also reveal that for large deposition angles a variety

of unexpected and complex dynamical processes play a key role in determining the evolution of the

surface morphology and microstructure. In particular, due to the existence of deposition-induced

events, the vacancy density remains very small, even though the defect density is relatively large and

increases with deposition angle. In addition, large-scale re-arrangement events as well as thermal

(elastic) vibrations lead to large-amplitude oscillations in the columnar growth regime. These

oscillations play a key role in promoting rapid coalescence via additional large-scale collective

motion, thus, significantly enhancing the coarsening process. VC 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4819446]

I. INTRODUCTION

Glancing angle deposition (GLAD) is a commonly used

physical vapor deposition technique which may be used to

produce sculptured thin-films with a variety of different mor-

phological, electrical, and chemical properties.1,2 In this

technique, atoms are typically deposited at a large angle h
with respect to the substrate normal while the azimuthal

angle / may either be held fixed to produce tilted nanocol-

umns, continuously rotated to produce vertical columnar

growth, or manipulated in a more complicated manner to

produce nanostructures such as nanosprings. As a result,

glancing-angle deposited thin-films have potential applica-

tions2,3 in a variety of different areas including sensors,

hydrogen storage, antireflective coatings, fuel-cells, mag-

netic storage devices, and solar cells.

Due to the dominant influence of shadowing on the

thin-film morphology, a variety of simplified models4,5 (cor-

responding to growth on a simple-cubic lattice) have been

successfully used to model the dependence of the overall

thin-film morphology on deposition angle. However, a

variety of other important aspects such as the crystalline

structure, grain boundaries, and defects, as well as

deposition-triggered events6,7 and concerted activated events

are not included in these simulations. In addition, while a ki-

netic Monte Carlo model (ADEPT) for polycrystalline Al

growth8 has recently been developed which approximately

takes into account grain orientation and grain boundaries by

using multiple lattices, due to the lattice restriction this model

does not take into account strain effects during growth,

deposition-triggered events,6,7 or concerted activated events.

While limited in time-scales, molecular dynamics (MD)

simulations can realistically take into account all of these

aspects of glancing-angle deposition thin-film growth. In

addition, we note that recent experiments on GLAD of differ-

ent metals as a function of temperature,9 demonstrate the ex-

istence of scaling of the typical column width as a function of

the homologous temperature T=Tm, where T is the deposition

temperature and Tm is the melting temperature. Accordingly,

we expect that the results of molecular dynamics simulations

may be relevant to experiments carried out with significantly

lower deposition rates but at a significantly lower tempera-

ture. However, due to the existence of multiple scattering at

large deposition angles, carrying out molecular dynamics

simulations of glancing angle deposition over extended

length-scales can be quite challenging. Accordingly, we have

developed a computationally efficient method (based on the

use of a single graphical processing unit or GPU) to simulate

the deposition process at large deposition angles.

Using this method, we have carried out large-scale MD

simulations of GLAD of Cu/Cu(100) at 300 K, in order to

study the dependence of the morphology and crystal struc-

ture on deposition angle both with and without substrate

rotation. In agreement with experiments, for large deposition

angles (h � 80�), we find well-defined columnar growth

with vertical (tilted) columns for random (fixed) /, while for

h ¼ 70� � 85� the thin-film porosity and columnar tilt angles
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(for fixed /) are in reasonable agreement with experiments.

In addition, we find that while the average strain is initially

compressive for both random and fixed /, it becomes tensile

after the onset of columnar growth, in good qualitative

agreement with recent experimental observations.10 Our

results also indicate that even on MD time-scales a variety

of complex dynamical processes including coalescence,

large-scale collective events, and budding play a key role in

determining the evolution of the surface morphology and

microstructure.

This paper is organized as follows. In Sec. II, we first

discuss our simulation methods and parameters as well as

the quantities measured. We then present our results for the

evolution of the thin-film morphology and microstructure as

a function of film thickness and deposition angle, for the

case of both fixed and random azimuthal angle in Sec. III.

Finally, we summarize our results in Sec. IV.

II. SIMULATIONS

A. Simulation parameters and methods

In our simulations, we have used an embedded-atom-

method (EAM)11 potential for Cu developed by Mishin

et al.12 which has been parameterized to reproduce the

ab initio values of stacking fault and (111) twin energies. In

order to minimize finite-size effects, we have used a rela-

tively large system size corresponding to an initial square

Cu(100) substrate of width L¼ 80 a (where a is the lattice

constant of Cu) with 3 (bottom) fixed layers, 5 (middle)

constant-temperature layers, and 2 (top) moving layers. A

Langevin thermostat with a friction coefficient of 1012 s�1

was used for the constant temperature layers while periodic

boundary conditions were assumed parallel to the substrate.

In order to study the dependence on deposition conditions,

we have carried out simulations for deposition angles h rang-

ing from h ¼ 50� to h ¼ 85�, as well as for both fixed azi-

muthal angle / (corresponding to deposition along the [100]

direction) and random / (corresponding to a rotating sub-

strate). Our simulations were carried out at 300 K while a

total of 20 monolayers (ML) corresponding to 256 000 atoms

were deposited in each case. In order to maximize computa-

tional efficiency, our simulations were carried out using a

single GPU along with the public domain software

HOOMD-blue,13–15 which provides an efficient implementa-

tion of molecular dynamics on GPUs for a variety of differ-

ent potentials.

In our simulations, 1/200 ML (corresponding to

64 atoms) was deposited in each deposition step or cycle,

while to avoid interactions a sublattice was used (see Fig. 1).

In particular, the area above the growing film was divided

into an 8� 8 grid which was further divided into 4 sublatti-

ces, A, B, C, and D (see Fig. 1). At the beginning of each dep-

osition cycle, one of the sublattices is randomly selected and

within each sublattice an initial (x, y) coordinate is randomly

selected. The initial z-coordinate was determined by adding

the cutoff distance to the highest z-coordinate in the film.

Each depositing atom was then “launched” with the appropri-

ate deposition and azimuthal angle, with an initial kinetic

energy of 0.2 eV (corresponding to Ki ¼ 2kBTm where Tm is

the melting temperature of Cu). We note that the use of a grid

with sublattices ensures that the initial distance between

depositing atoms is larger than 5a or approximately 18 Å.

In order to efficiently take multiple scattering of deposit-

ing atoms by the growing film into account, in each deposi-

tion cycle, an alternating sequence of processes consisting of

ballistic deposition of all depositing atoms until they are

within a cutoff distance from the substrate, followed by

molecular dynamics simulations of the entire system for 1000

MD steps is carried out. In order to ensure accurate evolution

during deposition, a relatively short time-step (0.41 fs) is

used. This sequence of ballistic deposition and molecular

dynamics was repeated until all of the depositing atoms were

able to satisfy a landing criterion for two 1000 MD-step

sequences. We note that to be considered to have “landed” an

atom was required to move less than 1.5 Å from its initial

position (roughly 60% of the nearest-neighbor distance for

Cu) at the end of two successive 1000 MD-step sequences.

Once all depositing atoms have landed, an additional 5000

MD steps were performed. We then increased the time-step

to 3.2 fs and continued performing MD of the entire system

until a total MD time of 16.4 ps had elapsed during each

deposition cycle (corresponding to a deposition rate of 0.3

ML/ns). We note that when running on a single central proc-

essing unit (CPU) each of our simulations would have required

over 15 000 h of CPU time which is significantly larger than

the few hundred hours required when using a GPU.

B. Quantities measured

In order to analyze the surface morphology, we have

measured a variety of quantities, including the root-mean-

square height fluctuation or roughness

w ¼ 1

N
1=2
c

RNc

i¼1ðhðriÞ � �hÞ2
h i1=2

; (1)

where hðriÞ is the maximum height zi above the substrate of

all the atoms in column i at position ri ¼ ðxi; yiÞ along the

substrate plane and Nc ¼ 1602 is the number of columns.

FIG. 1. Schematic showing 2� 2 portion of 8� 8 grid (along with A, B, C,

and D sublattices) used to determine initial x, y coordinates of depositing

atoms in each cycle.
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Here, we have mapped the (x, y) coordinates of each atom to

the nearest point on a 160� 160 square grid of box-size a/2

and �h is the average film height. In addition, we have calcu-

lated the porosity

P ¼ 1� NdepVatom

hmaxL2
; (2)

where hmax is the maximum height of the film above the sub-

strate, Ndep is the total number of atoms deposited, and

Vatom ¼ a3=4 is the volume per atom in an fcc crystal. For

the case of random azimuthal angle (corresponding to verti-

cal columnar growth), we have also calculated the circularly

averaged height-height correlation function

GðrÞ ¼ h~hð0Þ~hðrÞiC; (3)

where ~hðrÞ ¼ hðrÞ � �h and the brackets denote a circular av-

erage over all directions, as well as the lateral correlation

length n ¼ rmin where GðrminÞ is the minimum value of G(r).

In order to analyze the thin-film microstructure, we have

also measured a variety of other quantities. In particular, in

order to distinguish between bulk, surface, and/or defect

atoms for each atom i of the film we have calculated the cen-

trosymmetry parameter qCSðiÞ, defined by16

qCSðiÞ ¼
1

a
Rj¼1j~Rj þ ~Rjþ6j2; (4)

where Rj and Rjþ6 are the vectors corresponding to the six

pairs of most opposite nearest atoms. Using this parameter,

atoms were then classified as either bulk atoms (qCS < 0:03),

dislocation atoms (0:03 < qCS < 0:075), stacking fault

atoms (0:075 < qCS < 0:5), or surface atoms (qCS > 1:25).

By counting the number of “bulk” atoms surrounded by

defects, the average grain-size and grain-size distribution

were also determined. In addition, we estimated the vacancy

density by calculating the volume of empty regions sur-

rounded by surface atoms within a grain, and dividing by the

average volume per atom. In order to study the effects of

deposition conditions on strain, we have also calculated the

average strain �� ¼ h�ii as a function of film-thickness where

�i ¼ 1
a1

RN
j¼1ðjrj � rij=N � a1Þ is the local strain at atom i, a1

is the nearest-neighbor distance of bulk Cu, and the sum is

over the total number N of nearest-neighbors of atom i (cor-

responding to all atoms whose distances are within 20% of

the bulk nearest-neighbor distance).

III. RESULTS

A. Morphology

Fig. 2 shows typical pictures of the surface morphology

at coverage 10 ML and 15 ML for the case of random azi-

muthal angle. As can be seen, for moderate deposition angles

(h ¼ 60� or below), columnar growth has not yet set in,

although the surface morphology becomes increasingly rough

with increasing coverage. However, for larger deposition

angles h � 70�, a well-defined vertical columnar structure is

beginning to develop, which becomes more pronounced with

increasing deposition angle and film-thickness.

In contrast, for fixed azimuthal angle (see Fig. 3) and

moderate deposition angles h ¼ 50� � 60�, ridge-like behav-

ior with (100) cliffs running perpendicular to the deposition

direction may be seen, as was previously found in Ref. 7.

However, for larger deposition angles (h ¼ 70�; 80�, and

85�), a well-defined columnar structure is again observed,

which becomes more pronounced with increasing deposition

angle and film-thickness. In this case, the columns are tilted

in the deposition direction. Accordingly, we have measured

the average tilt angle b corresponding to the angle between

FIG. 2. Thin-film configurations for random azimuthal angle at 10 and 15 ML

for h ¼ 60�; 70�; 80�, and 85�. Atoms are colored according to height above

substrate.

FIG. 3. Thin-film configurations for fixed azimuthal angle at 10 and 15 ML

for h ¼ 60�; 70�; 80�, and 85�.
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columns and the substrate normal at t¼ 20 ML for

h ¼ 70�; 80�, and 85� to be 42:8�68:3�; 49:33�67�, and

39:6�611:6�, respectively. Due to the existence of signifi-

cant finite size effects for h ¼ 85� at higher coverage (see

Fig. 3), the value is somewhat lower than expected.

However, our two other values are close to the tilt angles

measured in GLAD experiments by Suzuki and Taga,5 e.g.,

b ¼ 43� at h ¼ 70� for both Ta2O5 and TiO2, and b ¼ 53� at

h ¼ 82� for Ta2O5.

We note that for both random and fixed /, shadowing of

smaller columns by larger columns as well as coalescence of

nearby columns can be observed. Both of these processes

lead to coarsening as the film-thickness increases. In particu-

lar, for h ¼ 85� with random / (see Fig. 2), as the coverage

increases from 10 ML to 15 ML the three columns in the bot-

tom right corner of the system merge to form one column. In

addition, for the case of random azimuthal angle, “budding”

or splitting of a single column into two columns is also

observed due to “twin” (111) facet formation (see back mid-

dle portion of pictures for h ¼ 85�).17

Fig. 4 shows our results for the porosity P (averaged

over 12–20 ML) as a function of deposition angle. As can be

seen, the porosity increases significantly with increasing

deposition angle although there is little difference between

the results for fixed and random /. In addition, as shown in

the inset, for these angles, the porosity saturates relatively

quickly after the first few layers. Also shown (dashed lines)

are fits to experimental results of Poxson et al.18 for SiO2

and indium tin oxide (ITO) for fixed azimuthal angle, where

we have used the Poxson et al.18 fitting form Pexp ¼ h tan h
cþh tan h

with c¼ 3.17 (3.55) for SiO2 (ITO), respectively. For large

deposition angles, there is good agreement between our sim-

ulation results and experiments. However, for smaller depo-

sition angles, our porosity results are somewhat higher than

the experimental values for SiO2 and ITO, perhaps because

fully columnar behavior has not yet been reached for these

angles in our simulations.

Also shown in Fig. 4 are experimental results19 for Cr

and Cu GLAD films grown at room-temperature. While the

experimental porosities for Cr films are somewhat lower

than our simulation results, the experimental porosities for

Cu films are significantly lower. The poorer agreement

between our simulation results and experimental results for

the porosity of metals at room temperature, along with the

relatively good agreement for oxides, may be explained by

the fact that due to the high deposition rates used in our sim-

ulations, our results are most relevant to experiments carried

out with significantly lower deposition rates but at lower ho-

mologous temperatures T=Tm (where Tm is the corresponding

melting temperature). This is consistent with the fact that the

melting temperatures of Cr (2180 K) and SiO2 (1873 K) are

significantly higher than for Cu (1357 K).

The thin-film density as a function of height above the

substrate, after 20 ML have been deposited, is shown in Fig.

5 for all deposition angles for the case of random /. (Similar

results have been obtained for fixed / but are not shown for

brevity.) As can be seen, for h ¼ 80� and 85�, there is a

well-defined region of constant density corresponding to

columnar growth, while for smaller deposition angles

(h ¼ 50�; 60�, and 70�) for which columnar growth is not yet

fully defined by 20 ML, there is no well-defined region of

constant density. Consistent with our porosity results, the

maximum film height increases with increasing deposition

angle.

In order to gain a better understanding of the surface

morphology, we have also measured the roughness w as a

function of film-thickness. As can be seen in Fig. 6, for ran-

dom /, the surface roughness increases approximately line-

arly, as expected for columnar growth. However, for fixed /,

the growth exponent b (where w � tb and t is the film thick-

ness) is less than 1 for small deposition angles, but

approaches 1 for h ¼ 80� and 85�. (For h ¼ 85�, the surface

roughness is somewhat reduced for t > 15 ML due to finite-

FIG. 4. Comparison of thin-film porosity obtained in simulations (open and

filled circles) with fits to experimental results (dashed lines) for SiO2 and

ITO. Also shown are experimental results for Cu and Cr (open and filled

squares). Inset: Porosity as a function of film thickness for random /.

FIG. 5. Density profile (normalized to bulk density) of simulated films for

random / at 20 ML coverage.
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size effects.) Interestingly, except for h ¼ 85�, there is rela-

tively good agreement between the roughness for the case of

fixed azimuthal angle and that for random azimuthal angle

(corresponding to substrate rotation20) over the entire range

of coverage. We note that these results are in qualitative

agreement with the results of recent smaller scale MD simu-

lations21 of the first few ML of Ti/Ti(100) growth.

The circularly averaged lateral correlation length n for

random / is shown in Fig. 7 as a function of deposition angle

and film-thickness. For large deposition angles, the coarsen-

ing exponent n (where n � tn) is approximately 1/2, in good

agreement with previous GLAD simulation results using a

simple-cubic lattice model in the absence of diffusion.9,22

The large value of the coarsening exponent is also consistent

with the increased amount of shadowing and coalescence

which occurs at high deposition angles.

However, for smaller deposition angles, the coarsening

exponents are significantly smaller (n ’ 0:2� 0:33) and are

consistent with the values obtained in simulations with sur-

face diffusion.22 This is also consistent with the fact that for

small deposition angles, almost all of the film atoms corre-

spond to the same (substrate) grain. In contrast, we find that

the surface area growth exponent d ’ 0:5 (where S � td is

the number of surface atoms) is independent of deposition

angle.

B. Microstructure and strain

In order to study the microstructure, we have used the

centrosymmetry parameter to classify film atoms as either

surface atoms, defect atoms (corresponding to stacking faults

and/or partial dislocations), or bulk atoms. Fig. 8(a) shows a

typical picture of the grain structure for the case of h ¼ 85�

and random / at t¼ 15 ML. (Note that the configuration in

this picture is the same as that shown in Fig. 2 but viewed

from behind.) In this picture, only the bulk atoms, which

have been colored to distinguish between different grains,

are shown while the gaps between grains correspond to

stacking fault atoms which have been removed from the

image. In this case, approximately 90% of the deposited

atoms do not belong to the initial (yellow) “substrate” grain.

(In contrast, for h ¼ 50� and 15 ML, only approximately

35% of the deposited atoms correspond to defects or bulk

atoms which do not belong to the substrate grain.)

Fig. 8(b) shows just the stacking fault atoms for this

configuration. As can be seen, there are well-defined stack-

ing fault planes. This is consistent with our nearest-neighbor

analysis of the surface structure which indicates that for all

deposition angles there are a relatively large number of (111)

and (100) facets, although (111) facets dominate (see Fig.

8(a)) while the ratio of (111) facet atoms to (100) facet atoms

increases with deposition angle. As can be seen in Fig. 8(a),

for the case of h ¼ 85� and random / well-defined (111)

facets are clearly observed at a thickness of 15 ML. In this

connection, an estimate of the (111) facet diffusion length in

our simulations, e.g., l ’
ffiffiffiffiffiffiffiffi
Dhs
p

a1 (where a1 is the Cu

nearest-neighbor distance, s ¼ 3:3 ns is the deposition time

per ML and Dh ¼ 4:2� 1012 hops/s is the monomer hopping

rate for the Mishin EAM potential at 300 K) gives a value

(69 a1) which is somewhat larger than the maximum (111)

facet diameter (approximately 20 a1). This is also consistent

FIG. 6. Surface width as a function of film thickness for (a) random / and

(b) fixed /.

FIG. 7. Lateral correlation length as a function of film thickness for random /.
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with the existence of significant 2D and 3D interlayer diffu-

sion barriers at (111) step-edges.23 We note that the Mishin

EAM potential barrier for Cu/Cu(111) diffusion (0.041 eV

(Ref. 24)) used here is in good agreement with the experi-

mental value25 of 0.037 6 0.005.

Fig. 9 shows the evolution of the average (non-substrate)

grain size (corresponding to the average number of atoms in

a grain) as a function of coverage for the case of random /
and different deposition angles. As can be seen, both the av-

erage (non-substrate) grain size as well as the total number

of grains (see inset) increase rapidly with both film thickness

and deposition angle. Similar results have also been obtained

for fixed /. However, due to the fact that both shadowing

and coalescence are more significant for fixed /, in this case,

the average grain size is significantly larger than for random

/ while the number of grains is significantly smaller.

In order to more completely analyze the microstructure,

we have also calculated the total defect atom fraction

(including dislocations and stacking faults) as well as the va-

cancy volume fraction for random / as shown in Fig. 10.

As can be seen, due to the large deposition rate of 0.3 ML/ns

the defect atom fraction is relatively large and increases

(for large film thicknesses) with increasing deposition angle

- ranging from a value at 20 ML of approximately 8%

for h ¼ 50� to 23% for h ¼ 85�. In addition, for large deposi-

tion angles h � 80� (corresponding to well-defined columnar

growth), the defect fraction increases monotonically with

increasing film thickness. In contrast, for h � 70�, the defect

density first increases rapidly in the first 1–2 ML, then

decreases with increasing coverage, and then increases more

slowly with increasing coverage. This non-monotonic behav-

ior may be due to the increased effects of deposition-induced

events (see below) for smaller deposition angles (which

leads to a smaller defect density and may also allow the

defect density to decrease) combined with the reduced den-

sity of (111) facets, which reduces the density of stacking

faults.

In contrast, while the vacancy fraction increases with

deposition angle and film thickness, it appears to saturate at

a relatively low value (approximately 0.001) which is inde-

pendent of deposition angle. As we have previously shown

in Ref. 7 for the case of low-temperature Cu/Cu(100) growth

FIG. 9. Average grain size (not including large substrate grain) as function

of film thickness for different deposition angles h and random /. Inset shows

grain count at 10, 15, and 20 ML as function of deposition angle.

FIG. 10. Vacancy fraction as function of film-thickness and deposition angle

for random /. Total defect atom fraction is shown in inset.

FIG. 8. (a) Grain structure of simulated film for h ¼ 85� and random /, at

t¼ 15 ML. Only bulk atoms are shown and each grain is colored differently

(but not uniquely) from its neighbors. (b) Same configuration as (a) but only

stacking fault atoms are shown.
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with fixed / and h ¼ 60�, this relatively small vacancy den-

sity may be explained by the existence of concerted

deposition-induced events which eliminate vacancies even in

the absence of thermally activated events, and which occur

as a result of the relatively large26–28 (approximately

2.3–3 eV) energy of condensation of depositing atoms. We

note that similar results (not shown) were also obtained for

the case of fixed / and in this case the vacancy fraction was

approximately the same.

We have also measured the average strain as a function

of coverage and deposition angle. As can be seen in Fig. 11

for the case of random /, while the strain is initially

compressive for all deposition angles, for large deposition

angles (h ¼ 80� and 85�), it becomes tensile at larger thick-

nesses corresponding to columnar growth. Interestingly, for

h � 70�, the maximum compressive strain appears to corre-

spond to the onset of a columnar morphology during the

growth. Similar results have also been obtained (not shown)

for the case of fixed azimuthal angle. The transition from

compressive to tensile strain at the onset of columnar growth

is qualitatively similar to the behavior obtained previously in

Ref. 10 in sputter-deposition experiments on Be growth with

and without substrate bias.

One possible explanation for the crossover from com-

pressive to tensile strain is a competition among different

stress generation and relaxation processes that take place at

grain boundaries during film growth.10 In particular, due in

part to the initial kinetic energy of condensation, depositing

atoms may be incorporated at grain boundaries29 thus lead-

ing to compressive strain in the early stages of growth.

However, since tensile stress is generated as grain bounda-

ries grow,30 then as the number and size of grain boundaries

increase, the effects of tensile stress will become more im-

portant. As a result, the average strain crosses over from

compressive to tensile with increasing film thickness and

deposition angle. We note that this scenario is consistent

with the results shown in Fig. 9 for the dependence of the

average grain size and number of grains on deposition angle

and film thickness. In particular, for deposition angles of 50�

and 60� for which the number of grains and average grain

size are both small (corresponding to a length-scale which is

not much bigger than the typical size of a deposition-induced

event), the overall strain remains compressive even at a

thickness of 20 ML. In contrast, for larger deposition angles

(h � 70�) both the average grain-size and number of grains

(e.g., grain boundaries) increase significantly with thickness,

thus, leading to tensile strain.

C. Large-scale collective events: Rearrangement,
coalescence, and budding

As indicated by our results for the evolution of the thin-

film morphology (see Sec. III A) in the case of columnar

growth (h � 70�), the coalescence of nearby columnar struc-

tures plays an important role. Accordingly, in order to gain a

better understanding of the coalescence process, we have

carried out a careful examination of the evolution of the sur-

face morphology in the columnar regime. Our results indi-

cate that the growing nanocolumns undergo relatively large

amplitude oscillations which are due to large-scale re-

arrangement events as well as thermal (elastic) vibrations. In

addition, when two columns approach within a cutoff dis-

tance from one another, then rapid coalescence occurs as a

result of additional large-scale collective motions which

include rotation and tilting (see Fig. 12).

In order to quantify these oscillations, we have also car-

ried out annealing simulations for the case of h ¼ 80� with

fixed / and 15 ML thickness, and have found that these

oscillations occur even in the absence of deposition. In con-

trast to the example shown in Fig. 12 for h ¼ 70�, in this

case, due to the relatively large spacing of the nanocolumns

at this thickness and deposition angle, no coalescence occurs

during annealing. We find that the oscillation frequencies

range from 4 GHz for a large column to 21 GHz for a smaller

column. Surprisingly, for the large column, the oscillation

amplitude is significantly larger than the calculated thermal

FIG. 11. Average strain as function of film-thickness and deposition angle

for random /.

FIG. 12. Large-scale coalescence events for random / and h ¼ 70o which

occur at approximately (a) 16.75 ML and (b) 11.5 ML. In each case, the

interval between snapshots corresponds to 0.25 ML.
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amplitude31 for a bulk Cu nanocolumn with the same dimen-

sions, while the oscillation frequency is correspondingly

smaller. Both of these discrepancies can be explained by the

existence of a reduced Young’s modulus due to a high defect

density. In contrast, for the small column, we find good

agreement with the theoretical vibration amplitude and fre-

quency using the Young’s modulus for bulk Cu.

In contrast to the large-scale rearrangement and coales-

cence of nearby columns during growth, which enhance

coarsening, we have also found that in the case of random

azimuthal angle, splitting and/or budding of columns may

also occur as shown in more detail in Fig. 13. Similar bud-

ding behavior has also been seen experimentally17 and has

previously been explained17 as due to the existence of twin

(111) facets combined with shadowing along with the exis-

tence of a large (0.40 eV) 3D Ehrlich-Schwoebel bar-

rier23,32,33 to interfacet diffusion. As can be seen by the

orientation of the stacking faults shown in the front-center of

Fig. 8(b), the budding appears to be associated with twin

(111) facets which form spontaneously during growth.

IV. DISCUSSION

We have developed a computationally efficient method

to carry out molecular dynamics simulations of the deposi-

tion and growth of thin-films for large deposition angle.

Since the entire system is included at every stage of the sim-

ulation, multiple scattering events which occur at large

deposition angles are easily taken into account. Using

this method, we have carried out large-scale simulations of

Cu/Cu(100) growth for deposition angles ranging from 50�

to 85� for both fixed and random azimuthal angle with a dep-

osition rate corresponding to 0.3 ML/ns.

In agreement with experiments, for large deposition

angles (h � 80�), we find well-defined columnar growth

with vertical (tilted) columns for random (fixed) /. In this

case, for both random and fixed /, we have also found that

while the strain is initially compressive, it becomes tensile

after the onset of columnar growth for large deposition

angles, in good qualitative agreement with the behavior

obtained previously by Zepeda-Ruiz et al.10 in sputter-

deposition experiments on Be growth with and without sub-

strate bias. For fixed / and h ¼ 70� � 85�, we have also

found reasonable agreement between the measured tilt angle

and experiments on Ta2O5 and TiO2 growth by Suzuki and

Taga.5 In addition, for large deposition angles, our results for

the thin-film porosity were found to be in good agreement

with recent experimental values for oxides18 as well as for

Cr.19 However, our porosity results are significantly higher

than is found experimentally for Cu.19 This is consistent

with the fact that—due to the high deposition rate used in

our simulations—our simulations are more relevant to

experiments carried out with significantly lower deposition

rates but at lower homologous temperatures.

In contrast, for smaller deposition angles (h ¼ 50� and

60�), columnar growth is not observed up to the maximum

coverage (20 ML) studied in our simulations. Instead, pri-

marily ridge-like behavior is observed in good agreement

with previous MD and temperature-accelerated dynamics

results,7 while the average strain remains compressive. For

these angles, our simulated porosities are somewhat higher

than experimental values, perhaps due to the fact that colum-

nar growth has not yet set in at these thicknesses.

For all deposition angles, we find large values of the sur-

face roughness growth exponent b, where b ’ 1 for the case

of random / while b ’ 0:6� 1 for fixed /. In addition, for

random azimuthal angle and large deposition angles

(h ¼ 80� and 85�), the coarsening exponent n ’ 1=2 is in

good agreement with previous GLAD simulation results

using a simplified cubic-lattice model without diffusion.22

Thus, while dynamical effects, such as nanocolumn oscilla-

tions and large-scale re-arrangement events clearly enhance

the coarsening, they do not appear to affect the coarsening

exponent. However, for smaller deposition angles, the corre-

sponding coarsening exponents (n ’ 0:2� 0:33) are consist-

ent with GLAD simulation results previously obtained in the

presence of surface diffusion.22 This is also consistent with

the fact that for small deposition angles, both the defect den-

sity and the number of re-arrangement events are signifi-

cantly lower, while almost all of the film atoms correspond

to the same (substrate) grain.

Due to the large deposition rate in our MD simulations,

for high deposition angles, a large number of stacking faults

are also observed leading to the formation of numerous

grains and grain boundaries. In addition, the number of

defects and grains, as well as the average non-substrate grain

size increase with increasing deposition angle. However, as a

result of deposition-induced events, the vacancy density

remains extremely small (less than 0.1%) for all deposition

angles. We note that this latter result is in contrast to the rela-

tively large vacancy density obtained in kinetic Monte Carlo

simulations of Be sputter deposition carried out using a

lattice-based (but elastically relaxed) model at higher tem-

perature (100 �C) which does not take into account

deposition-induced events.

While these results indicate a complex dependence of

the microstructure and morphology on deposition angle and

film thickness, our simulations have also demonstrated the

importance of two additional dynamical processes which

may occur during glancing-angle deposition. In particular,

our simulation results indicate that deposition fluctuations as

well as large-scale re-arrangement events lead to large-

FIG. 13. Sequence of pictures at (a) 13.5 ML and (b) 17.25 ML showing

budding for h ¼ 85o with random /. Color scheme indicates height of atoms

above substrate.
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amplitude oscillations in the columnar growth regime. In

addition, when two columns approach within a cutoff dis-

tance from one another, further large-scale re-arrangements

occur followed by rapid coalescence, thus, enhancing the

coarsening process. We have also found that in the case of

large deposition angle h and random azimuthal angle /,

splitting and/or budding of columns may occur. While this

has been previously observed experimentally17 as well as in

previous MD simulations in which a single column with twin

(111) facets was artificially created,17 this twin-facet forma-

tion and budding occurs naturally in our simulations.

In conclusion, our simulations demonstrate that fully

atomistic simulations are required in order to obtain an accu-

rate description of many of the important processes which

occur in glancing angle deposition. In particular, our simula-

tions reveal that, on the MD time-scales studied here, glanc-

ing angle deposition is a very dynamic process involving

surprisingly large re-arrangement and coalescence events

which dramatically influence the thin-film morphology. In

addition, the existence of deposition-induced events due to

the energy of condensation of depositing atoms significantly

reduces the vacancy density despite the existence of a large

defect density. In the future, it would be interesting to

combine our “parallel” MD simulations with parallel

temperature-accelerated dynamics simulations,7,34 in order

to study the evolution of the thin-film morphology and

microstructure over longer time- and length-scales.
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