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Abstract
CdTe is one of the leading materials for high-efficiency, low-cost, and thin-film solar cells. In
this work, we review the recent first-principles study of defect properties of CdTe and present
that: (1) When only intrinsic defects are present, p-type doping in CdTe is weak and the hole
density is low due to the relatively deep acceptor levels of Cd vacancy. (2) When only intrinsic
defects present, the dominant non-radiative recombination center in p-type CdTe is +Te ,Cd

2 which
limits the carrier lifetime to be around 200 ns. (3) Extrinsic p-type doping in CdTe by replacing
Te with group V elements generally will be limited by the formation of AX centers. This could
be overcome through a non-equilibrium cooling process and the hole density can achieve

-10 cm .17 3 However, the long-term stability will be a challenging issue. (4) Extrinsic p-type
doping by replacing Cd with alkaline group I elements is limited by alkaline interstitials and a
non-equilibrium cooling process can efficiently enhance the hole density to the order of

-10 cm .17 3 (5) Cu and Cl treatments are discussed. In bulk CdTe, Cu can enhance p-type doping,
but Cl is found to be unsuitable for this. Both Cu and Cl show segregation at grain boundaries,
especially at those with Te–Te wrong bonds. (6) External impurities are usually incorporated by
diffusion. Therefore, the diffusion processes in CdTe are investigated. We find that cation
interstitial (Nai, Cui) diffusion follows relatively simple diffusion paths, but anion diffusion (Cli,
Pi) follows more complicated paths due to the degenerated defect wavefunctions.
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1. Introduction

Cadmium Telluride (CdTe) has been studied for more than
half a century as a promising material for high-efficiency,
low-cost, and thin-film solar cell applications [1, 2]. It has a
direct band gap of ∼1.45 eV, which is optimally matched to
the solar spectrum for photovoltaic (PV) energy conversion.
It also has a large optical absorption coefficient of
> ´ -5 10 cm ,5 1 allowing it to absorb most of the sunlight
with a very thin layer of about 2 μm thickness. Furthermore,

CdTe is a rare II–VI semiconductor that can be doped rela-
tively easily for both n-type and p-type, making it an attrac-
tive material for optoelectronic devices such as photodiodes
and optical detectors as well as solar cells. Despite this, CdTe
solar cells based on homo p-n junctions usually have low
energy conversion efficiency due to the large surface
recombination caused by the high surface-to-volume ratio in
very thin (∼2 μm) CdTe absorbers [3]. As a result, most of the
present high-efficiency CdTe solar cells adopt an architecture
shown in figure 1, which comprises a heterojunction of a
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p-type CdTe absorber layer and an n-type CdS window layer
with a CdTe surface buried into the CdS. Much effort has
been devoted to understanding CdTe/CdS heterojunctions
and improving CdTe solar cell efficiency in recent decades
[3–15]. With the development of techniques for doping
controls, material growth, and device optimization, the energy
conversion efficiency of CdTe solar cells has steadily been
improved and recently First Solar has achieved a record cell
efficiency of 22.1% [16]. However, this efficiency still lacks
theoretical maximum efficiency (∼30%).

Macroscopically, the efficiency of a solar cell device can
be evaluated by the maximum output power divided by the
input power of the incident sunlight. The maximum output
power, on the other hand, depends on (actually is the product
of) three factors: open circuit voltage (Voc), short circuit
current (Jsc), and filling factor (FF). Consequently, the solar
cell efficiency is determined by these three factors when the
incident sunlight is certain. Microscopically, Voc, Jsc and FF
are related to carrier density and carrier lifetime. Typically,
large carrier density can lead to large Fermi level splitting and
thus large Voc (as explained below) and long carrier lifetime
can result in large Jsc and FF as well as large Voc [17, 18].
Hence, to achieve high efficiency for a solar cell, these
quantities, including Voc, carrier density, and carrier lifetime,
must be optimized. For p-type CdTe-based solar cells, the
typical values of Voc, hole density, and carrier lifetime are:
850 meV, 1014 cm−3–1015 cm−3, and a few ns, respectively.
Compared to the band gap of CdTe and other high-efficiency
solar cells with similar band gaps such as GaAs [17], the Voc

of a CdTe solar cell is relatively low, hole density is relatively
small, and carrier lifetime is too short. These three issues are
thus among the key factors hindering the current progress of
CdTe solar cell technology. Only if they are fully understood
and resolved, can the efficiency of p-type CdTe-based solar
cells be further increased. Besides the efficiency issue,
another key issue in CdTe solar cells is performance stability,
i.e. how long a CdTe solar cell can keep working before its
efficiency decays too much. This question is important for the
broad application of CdTe technology.

Basically, both the efficiency and stability issues are
related to the defect properties of CdTe. For example, defects
can determine doping levels and thus carrier density, which is
related to Voc, i.e. high Voc often requires high carrier density
[19]; defects with deep in-gap levels can cause non-radiative
recombination, which often dominates carrier lifetime and
thus Voc, Jsc and FF [17, 18], i.e. usually, the longer the
carrier lifetime, the larger the Voc, Jsc and FF; defects can
move/diffuse in CdTe and change its electronic properties,
which can cause device performance degradation [12, 20–22].
Due to the important role defects play in determining the
efficiency and stability of CdTe solar cells, knowledge of
defect properties in CdTe, including both intrinsic and
extrinsic defects, is thus strongly desired. Both experiments
and theories have contributed significantly to understanding
defect behaviors in CdTe during recent decades [19–49], with
the aim mainly focused on the following aspects: what are the
main intrinsic defects in CdTe that introduce or limit carrier
density; what is the dominant defect that causes the electron–
hole recombination in CdTe, thus limiting its carrier lifetime;
can group V element doping increase hole density; what roles
do Cu and Cl play in polycrystalline CdTe; how and how fast
do dopants diffuse in CdTe?

With the help of first-principles calculation methods,
here we review the recent first-principles study of defect
properties of CdTe, mainly using our theoretical calculation
results [50–57]. Available experimental and theoretical works
are also provided and discussed [19–49]. Our review is
organized as follows. In section 2, we will describe the
calculation methods used in our work. In section 3, we will
discuss the intrinsic defect properties of CdTe, deduce its
achievable Voc with the help of quantitative thermodynamic
simulation, and study in detail the non-radiative recombina-
tion processes in CdTe. In section 4, we will discuss p-type
doping of CdTe using extrinsic dopants including group-VA
and group-IA elements and explore whether high hole density
can be achieved. Potential performance stability issues will
also be discussed. In section 5, we will focus on the discus-
sion of Cu and Cl defect behaviors in the bulk and grain-
boundary (GB) regions of CdTe. In section 6, we will
investigate impurity diffusion in CdTe, which can help us to
understand dopant incorporation and the stability problem.
Finally, we will summarize the works related to defects in
CdTe and briefly discuss the remaining defect problems and
possible directions to further improve CdTe solar cells.

2. Calculation methods

2.1. First-principles calculations of defect properties

Our first-principles calculations were performed using den-
sity-functional theory (DFT) [58, 59] as implemented in the
VASP code [60, 61]. The electron and core interactions are
included, using the frozen-core projected augmented wave
(PAW) approach [62]. To correct the band-gap error, we used
the Heyd–Scuseria–Ernzerhof (HSE06) hybrid functional
[63]. Our calculated lattice constant of pure CdTe is 6.58 Å

Figure 1. Diagram to show the common architecture of a high-
efficiency CdTe solar cell.
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with a band gap of 1.49 eV, in good agreement with the
experiments. For all the HSE06 supercell calculations, all the
atoms are fully relaxed until the forces on every atom are less
than 0.05 eVÅ−1. For GBs, calculations are performed using
the generalized gradient approximation (GGA) formulated by
Perdew, Burke, and Ernzerhof (PBE) [64] due to large system
sizes.

To determine the defect formation energies and defect
transition energy levels, we calculated the total energy

( )aE q, for a CdTe supercell containing the relaxed defect α
in its charge state q. We also calculated the total energy

( )E CdTe for the same supercell in the absence of the defect,
as well as the total energies of elemental solids or gases at
their stable phases. The defect formation energy ( )aDH q,f
as a function of the electron Fermi level EF and the atomic
chemical potentials mi is given by [65]:

( ) ( ) ( )åa a mD = D + +H q E q n qE, , , 1f i i F

where DE ( )a =q E, ( ) ( )a -q E, CdTe ( )+ +n E ii

qE ,VBM EF is referenced to the valence band maximum
(VBM) of bulk CdTe, and μi is the chemical potential of
constituent i referenced to elemental solid or gas with energy

( )E i . The n s’ are the numbers of atoms taken out of the
supercell to form the defects, and q is the number of electrons
transferred from the supercell to the Fermi reservoirs to form
the defect cell. The defect transition energy level ( )e ¢a q q is
the Fermi level EF in equation (2) at which the formation
energy ( )aDH q,f of defect α at charge q is equal to that of
the same defect at another charge state ¢q , i.e.

( ) [ ( ) ( )] ( ) ( )e a a¢ = D - D ¢ ¢ -a q q E q E q q q, , . 2

To get fast convergence on total energy and transition energy
levels and good descriptions on the symmetry of the defect
state, we used a mixed scheme [65, 66] to determine

( )e ¢a q q . In this scheme, for an acceptor (q < 0), the
ionization energy level with respect to the VBM is given by

( ) [ ( ) ( )]
{ ( ) [ ( )

( )]} ( )
( )

e e e
a a

e

= -
+ -

- -

G Gq
E q E

q q
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, , 0

0 .

3
D

D
k

VBM/

For donor levels (q > 0), the ionization energy referenced to
the conduction band minimum (CBM) is given by

( ) ( ) [ ( ) ( )]
{ ( ) [ ( ) – ( )]}

( )e e e e

a a e

- = -

+ -

G G Gq

E q E q q

host 0 host 0

, , 0 0
4g D

k
D

CBM/

where ( )e 0k
D and ( )eG 0D are the defect levels at the special k

points (averaged) and at the G point, respectively; ( )eG hostVBM

and ( )eG hostCBM are the VBM and CBM energy, respectively,
of the pure CdTe supercell at the G point. The first term on the
right-hand side of equations (4) or (5) gives the single-
electron defect level at the Γ point (note that only referenced
to some level, i.e. the VBM of the host, can the defect level be
meaningful). The second term determines the relaxation
energy parameter U (including both the Coulomb contribution
and atomic relaxation contribution) of the charged defect
calculated at the special k points, which is the extra cost of
energy after moving (−q) charge to the neutral defect level

with ( )e=E 0 .k
D Note that, if single G point is used, we will

have ( ) ( )e e= G0 0k
D

D and equations (4) or (5) will be exactly
the same as equation (2). However, because usually small
supercells are used for defect calculations in reality, special k
points with dense meshes are necessary to give accurate total
energies and charge densities, but single G point cannot. In
this case, the additional electrons or holes needed to form the
charged defects are also added to these special k points with
energy cost ( )e 0 ,k

D which is usually different from ( )eG 0 .D This
difference is also known as the band-filling correction, which
is naturally included in the mixed scheme [67]. Once we
know the defect transition energy levels, the formation energy
of a charged defect is then given by

( ) ( ) ( ) ( )a a eD = D - +H q H q q qE, , 0 0 , 5f f F/

where ( )aDH , 0f is the formation energy of the charge-
neutral defect and EF is the Fermi level with respect to the
VBM. To evaluate the effect of image interaction of charged
defects and supercell size, we carefully check the transition
energy levels in 512-atom supercells and find that the defect
transition energy levels are converged to within 0.1 eV.

2.2. Thermodynamic simulation methods

Under thermodynamic equilibrium growth conditions and
within the dilute limit, the density of a defect α with charge
state q is a function of Fermi level and can be calculated as

( ) ( )( )a = a-Dn q N g, e , 6q
H q k T

site
,f B

where, Nsite is the number of possible sites per volume for
defect α, gq is the degeneracy factor related to possible
electron occupations [68, 69], and ( )aDH q,f is the
formation energy of a defect α at charge state q, as shown
in equations (1) or (5). At a given temperature, the thermally
excited electron density n0 and hole density p0 are also
functions of Fermi level, which are given as

( )

( )
( )

*

*

p

p

= =

= =

- -

- -

n N e N
m k T

h

p N e N
m k T

h

, 2
2

,

, 2
2
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0
B
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3

c F
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B
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/

Here, Nc is the temperature-dependent effective density of
states of the conduction band that can accept electrons and Nv

is the effective density of states of the valence band that can
accept holes. (*m 0.095n m0 for CdTe) and *mp (0.84 m0 for
CdTe) are effective masses of electrons and holes, taking into
account the spin degeneracy and spin–orbital coupling
[69, 70]. The neutralization condition in a semiconductor
system with defects requires that

( )å å+ = ++ -
p q n n q n , 8

i
i D

q

j
j A

q
0 0i

i
j

j

where +nD
q

i
i is the density of a donor Di with charge state qi

and -
nA

q
j

j is the density of an acceptor Aj with charge state-q .j
By solving equations in (1) and (6)–(8) self-consistently, we
can obtain the EF of a semiconductor system at given
chemical potentials, as well as carrier densities and defect
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densities, when this material is grown under equilibrium
conditions at a given growth temperature.

When rapidly cooling to a low temperature (e.g. room
temperature), the total density of a defect α generated at a
high temperature, which is the sum of densities of α with all
possible charge states, is assumed to be unchanged. This
approximation, known as freezing-in approximation [38], is
reasonable in the case where defects have barriers large
enough to be immobile at low temperatures. Under this
approximation, the only possible change after the rapid
cooling is the redistribution of defect densities at different
charge states according to their weights. For example, con-
sidering a defect α with two charge states 0 and q, the density
of α with charge state q is recalculated as [53, 57]

( ) ( )
( )

( ) ( )a¢ = ´
+

a

a

a a

-D

-D -D
n q N

g

g g
,

e

e e
, 9q

H q k T

q
H q k T H k T

,

,
0

,0

f

f f

B

B B

where aN is fixed as the total number of defect α at growth
temperature, ( )a-Dg eq

H q k T,f B and ( )a-Dg e H k T
0

,0f B are the
weights of defect α at charge q and charge-neutral states,
respectively. By solving the equations in (6)–(9) self-
consistently, we can get a new set of E ,F carrier densities,
and defect densities with different charge states after the
sample is quenched.

2.3. Electron–phonon coupling calculation methods

The electron–phonon coupling parts are calculated following
the method described in [71, 72] based on static approxima-
tions [73, 74]. The non-radiative decay probability between
the initial electronic state i and the final electronic state j is
given by the conventional Fermi ‘golden rule’ expression

( ) | | ( ) ( )
 ååp

d= -W p i n V E E
2

, , 10ij
n m

in jm in jm,
2

where Vin jm, are the off-diagonal matrix elements of the total
Hamiltonian defined as ( )| | ( )= áY Y ñV r R H r R, , ,in jm j m i n, , , and

( )p i n, is the probability that the system is in the initial state
( )Y r R, ,i n, so that ( )å =p i n, 1.n Provided that the vibrational

equilibrium rate considerably exceeds the non-radiative decay
rate, ( )p i n, can be described by Boltzmann distribution

( ) ( ) ( )b= --p i n Z E, exp , 11in
1

where ( )b= å -Z Eexpn in is the partition function and
( )b = -k T .B

1 Under static approximations [73, 74], Vin jm,
can be written as

( ) | | ( )
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Here, Ra is the relaxed atomic position of state i or j and Qk a,

is normal phonon mode of electronic state i or j. By
definition, º -Q Q Q ,k k k a, is atomic vibration for the
phonon state k, which can be calculated for electronic state
i and j as

( ) ( )( ) å m=Q R
M

M R
1

. 13i j k i j
k R

R k, ,

Here, ( )m Rk is the kth phonon mode vector, and MR is the
nuclear mass for atom R. Under harmonic approximation, the
phonon modes for electronic state i and j are the same and
we have

( )= +Q Q K, 14j i

where ( )m= å DK RM R .j ik M R R k
1

,
k

Here ( )D = -R R 0j i j,

( )R 0i is the relaxed atomic position difference of the system
at the electronic states i and j. Then, the electron–phonon
coupling constant between electronic states i and j and phonon
mode k is

( ) | | ( )

( ) | | ( )å

y y

m y y

=á
¶
¶

ñ

= á
¶
¶

ñ

C r R
H
Q

r R

R
H
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, ,

. 15

i j
k

j a
k

i a

R
k j i

,

And the phonon modes satisfy

( ) ( ) ( )å m m d=M R R . 16
R

R k l k l,

We calculated all the zone-centered phonon modes using
density-functional perturbation theory as implemented in
VASP. For the term | |y yá ñ¶

¶
,j

H
R i we used the recently

proposed variational method [71, 72]. For a local/semilocal
exchange-correlation functional, the Kohn–Sham Hamilto-
nian is written as

| | ( ) ( )å j j= -  + ñá +H V r R
1
2

, , 17R
l R

l R l R
2

,
, , tot

and here jl R, is the nonlocal potential projector for atom R
and angular momentum l. Thus,

( ) | | ( )

( ) | | | | ( )
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18

j i

l
j l R

l R l R
l R i

j i

,
, ,

,

tot
3

The first term is the same as in Hellman–Feynman force
evaluation, which can readily be calculated. For the second
term, ( ) | ( )| ( ) ( )r y ly y= å +l ¢Îr r r ri occ i j i’

2 and it can be
shown that ( ) ( ) ( )òy y =¶

¶
r r V r R r F, dj i R R Rtot

3 d
d

[71], with
FR being the ab initio atomic force on atom R calculated from
the Hellman–Feynman formula, while keeping ( )rl r fixed
during self consistent field (SCF) iterations. This part is cal-
culated using the PEtot code [71, 72]. After we obtain the
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non-radiative decay probabilityW ,ij the capture rate constant is
= ⋅B W V ,ij where V is the volume of the supercell.

2.4. Energy barrier and transition rate calculation methods

We calculated the related energy barriers using the HSE06
hybrid functionals (α = 0.25) and nudged elastic band (NEB)
method [75] as implemented in VASP code unless stated
otherwise. Five images are used. After the local minimum and
transition state are obtained, the transition rate ν for a defect
or particle to overcome its barrier is defined as [76]

( )n
w

w
=




=

-

=
- , 19i

N
i

i
N

j

1
3 3

1
3 4

where wi are -N3 3 positive phonon frequencies at the local
minimum configuration and wj are -N3 4 positive phonon
frequencies at the saddle-point. At this step, the zone-centered
phonon frequencies at the minimum and saddle-point are
calculated within the PBE framework by making finite
displacements (0.015 Å) and we fixed the atoms, which are
more than 5 Å away from the defect centers.

3. Intrinsic defects in bulk CdTe

3.1. Defect properties of intrinsic CdTe

Intrinsic defects of CdTe have been extensively studied and
the characteristics of some defects are still under debate from
both theoretical and experimental points of view. The first
important intrinsic defect is the Cd vacancy, which can have
0, −1 and −2 states (see figure 5). For charge-neutral Cd
vacancy, while some works reported the Jahn–Teller structure
distortion, which makes Cd vacancy most stable at the D2d

state [36, 44], other works [32–35, 41–43] did not report this
effect. For the −1 state of Cd vacancy, the Jahn–Teller dis-
torted C3v state is reported most stable in references [44] and
[45], while other works did not find this. Cd vacancy with the
−2 state is congruously found most stable at the Td state. The
defect transition energy levels of Cd vacancy are also rather
diverse, both experimentally and theoretically, ranging from
0.1–0.8 eV above the VBM of CdTe [31–36, 41–49]. The
second important intrinsic defect is Te vacancy. Some works
reported Jahn–Teller structure distortion for neutral VTe

[35, 41] and some did not [32, 33, 42, 43]. Most of these
works, however, found Te vacancy transition energy levels
deep in the band gap of CdTe. For other defects, TeCd antisite
is found to have Jahn–Teller distortion (see figure 4) at its
neutral state in most recent works [35, 36, 41, 44], which is
different from earlier work [33]. Te interstitial is reported to
be most stable at a splitting site [35, 41] acting as a donor,
while earlier work found Te interstitial at the tetragonal site
acting as an acceptor [33].

Figure 2 shows our recent HSE06 calculated results for
the intrinsic defect formation energies as a function of EF

under Cd-rich and Te-rich growth conditions. Compared to
the results reported in most of the previous works, our HSE06
results mainly show two different characteristics. First, the

(0/2−) transition energy level of Cd vacancy is 0.36 eV
above the VBM and the (0/−) level is found even deeper in
the band gap with a value of 0.85 eV above the VBM (see
figure 5). This is different from all previous works. The
relatively deep acceptor levels can be understood by the large
local Jahn–Teller structure distortion around VCd at its charge-
neutral state, where two Te atoms get closer and the other two
Te atoms get more separated, thus splitting the original three-
fold-degenerated defect states (without spin–orbit coupling)
with Td symmetry to D2d symmetry with two degenerated
fully occupied states and one unoccupied state, which lies
above the CBM [53]. Our structure results are consistent with
those found in [36, 44]. Due to the upshift of this unoccupied
state, it costs more energy for neutral VCd to accept electrons
from the VBM, leading to its relatively deep transition levels.
Another characteristic, which is also different from all pre-
vious works, is that VTe is now a rather shallow and dominant
donor with its (2+/0) transition energy level above the CBM,
although both our study and those in [35, 41] found that
neutral VTe is most stable at a Jahn–Teller distorted state,
where two Cd atoms form a bond and the other two Cd atoms
are far separated [50]. The rather shallow donor level might
result from the HSE06 functional strengthening the correla-
tion interactions of the defect states, which lift the neutral
point defect level up.

To get more accurate defect information of intrinsic
CdTe, we performed thermodynamic simulation by con-
sidering all the defects in figure 2 under equilibrium growth
conditions (left panels in figure 3) and after rapid cooling
(right panels in figure 3). The obtained Fermi level positions,
carrier densities, and defect densities as functions of growth
conditions (chemical potentials and temperatures) are shown
in figure 3. We see that under equilibrium growth conditions,
as the growth temperature increases, more defects can be
created and the EF is pushed down for p-type doping (under
Te-rich condition) or up for n-type doping (under Cd-rich
condition), enlarging the variation range of E .F However, no
matter how high the growth temperature is, the EF will be

Figure 2. Intrinsic defect formation energies versus EF in CdTe
under (a) Te-rich condition and (b) Cd-rich condition.
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pinned around 0.7 eV or near position A in figure 2(a) for p-
type doping, which is the lowest EF achievable for p-type
CdTe under thermodynamic equilibrium growth conditions.
This is because if EF is lower than A, the formation energy of

+VTe
2 would be lower than that of -V ,Cd

2 thus more +VTe
2 would

form than -V ,Cd
2 pushing the EF up. Similarly, for n-type

doping, the Fermi level will be pinned around 1.3 eV or
position B in figure 2(b), which is the highest Fermi level for
n-type CdTe under equilibrium growth conditions. As a result
of this intrinsic self-doping limit, the largest possible Fermi
level splitting of intrinsic CdTe solar cells grown under
equilibrium conditions will be limited by the difference
between the two pinning points A and B, which is only
about 0.6 eV.

However, things can be well improved after rapid cool-
ing. From equation (7), we see that if we maintain high hole
density when the temperature is reduced, the Fermi level can
be lowered toward the VBM, or if we maintain high electron
density when the temperature is reduced, the Fermi level can
be raised toward the CBM. As discussed above, we can
achieve high carrier density if we grow the sample at a high
temperature. Note that the carrier densities are actually
determined by the density differences between the acceptors
and donors. Under the freezing-in approximation [38] during
the rapid-cooling process, once defects are formed at high
temperatures, their densities can be kept after the temperature
is reduced. Consequently, high carrier density can also be
kept, except that the defect ionization might get weaker due to
the temperature reduction and the carrier density might
decrease slightly. As a result, the rapid-cooling strategy can
effectively improve the doping efficiency and is commonly
used in the experimental doping process.

The right panels of figure 3 show the Fermi levels, carrier
densities and defect densities as functions of the Cd chemical
potential after rapid cooling in CdTe. The hole density for p-
type CdTe after rapid cooling from high temperature growth
(such as T = 800 and 1200 K) is in the order of -10 cm ,14 3

which agrees well with experiments [81]. Notably, for p-type
CdTe grown under Te-rich condition, the Fermi level is
lowered after rapid cooling, while for n-type CdTe under Cd-
rich condition, the Fermi level is raised. Our results are
consistent with the previous work of Berding [32], in which
Fermi level splitting in CdTe is also found to be enlarged after
rapid cooling, although in her local density approximation
(LDA) calculation, the band gap is severely underestimated.
What is more important is that our calculations show that after
rapid cooling from high growth temperatures, the Fermi levels
can be tuned beyond the self-doping limit under equilibrium
growth conditions. According to our calculations, if p-type
CdTe is grown at 800 K at Te-rich condition, a Fermi level of
0.35 eV above the VBM can be obtained. Likewise, if n-type
CdTe is grown at 1200 K under Cd-rich condition, a Fermi
level of 1.42 eV can be achieved after rapid cooling. There-
fore, a Fermi level splitting of 1.07 eV is, in principle,
achievable by intrinsic doping alone in homo CdTe p-n
junction, which could significantly improve the open circuit

Figure 3. Fermi level, carrier density, and defect density as a
function of Cd chemical potential under thermodynamic equilibrium
growth conditions are shown in (a) at T = 300 K and the left panels
of (b) at T = 800 K and (c) at T = 1200 K, respectively. The right
panels of (b) and (c) show the quenched (to T = 300 K) Fermi level,
carrier density, and defect density as a function of Cd chemical
potential.
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voltage of CdTe solar cells to be larger than their present
typical value of 850 mV based on CdTe/CdS junction.

However, as we mentioned in the introduction, CdTe
solar cells based on homo p-n junctions usually have large
surface recombination caused by high surface-to-volume ratio
in very thin (∼2 μm) CdTe absorbers [3]. If the surface
recombination problem can be suppressed, e.g. using
MgCdTe or MnCdTe alloys to passivate the CdTe surface, it
may be possible to achieve high-efficiency CdTe solar cells
based on their homo p-n junctions. Right now, for CdTe solar
cells based on p-CdTe/n-CdS heterojunctions, the critical
issue is to improve the Voc by pushing the p-type Fermi level
as close to the VBM of CdTe as possible. However, in this
case, our simulations show that for intrinsic CdTe, the p-type
Fermi level will always be limited by the relatively deep VCd

acceptor level and the hole density is always limited below
~ -10 cm ,15 3 no matter at what growth temperature. To get a
shallower p-type Fermi level and a higher hole density,
extrinsic doping using dopants with shallower acceptor levels
is desired.

3.2. Non-radiative recombination in p-type CdTe

Non-radiative recombination can reduce solar cell efficiency
by reducing the collection of photo-generated carriers and
carrier lifetime. In a non-radiative recombination process, one
electron (hole) is first trapped by defects through defect
transition energy levels with the help of phonons and then one
hole (electron) is trapped, leading to carrier recombination.
Usually, direct experimental measurement of such processes
is difficult [77–79]. As a result, quantitative calculations from
first-principles would be very helpful. In the classical
Shockley–Read–Hall (SRH) theory, the carrier capture rate
Uc is the product of defect densities N ,D carrier densities n for
electrons or p for holes, and carrier capture rate constant B,
written as =U B pNpc p D for holes or =U B nNnc n D for elec-
trons [80]. Consequently, the non-radiative recombination
center candidates should have significant densities, i.e. the
defect densities can be comparable to carrier densities.

In p-type CdTe doped by intrinsic defects, our ther-
modynamic simulations already show that if CdTe is grown
at a typical temperature T = 800 K and quenched to
room temperature under Te-rich condition, only four defects
have significant densities: V ,Cd

-V ,Cd
2 +Te ,Cd

2 and +V ,Te
2 with

densities of ´1.03 10 ,15 ´1.66 10 ,14 ´2.15 10 ,13 and
´ -5.56 10 cm ,13 3 respectively, and the hole density is
´ -1.77 10 cm14 3 with the Fermi level of 0.35 eV above the

VBM. To be an effective recombination center, a defect
should have a defect transition level close to the CBM when
it traps an electron and have a defect level close to the VBM
when it traps a hole. If only a single level is involved in both
processes, it implies that the defect level should be close to
the middle of the band gap, as the SRH model suggests. The
probability of trapping more than one carrier is usually very
small and such cases are not considered here. In considering
these, we find that, the (+2/+) transition energy level of

+VTe
2 is above the CBM, and the (−2/−) transition energy

level of -VCd
2 is below the VBM; therefore, both +VTe

2 and -VCd
2

cannot be effective recombination centers and only +TeCd
2

and VCd can be candidates as carrier recombination centers
as shown in figures 4 and 5. Because these two defects can
only trap electrons, the first step of the whole recombination
process should be the electron-trapping process. Only after
electron trapping is hole trapping meaningful.

By carefully considering the defect transition energy
levels related to +TeCd

2 and VCd during the trapping processes,
we systematically identified that the non-radiative recombi-
nation caused by +TeCd

2 and neutral VCd can involve their
possible defect levels at points C, D, E in figure 4 and points
F, G in figure 5 with defect energy levels of 1.24 , 0.82, 0.29,
0.85, and 0.22 eV above the VBM, respectively [56]. Con-
sidering the basic procedure that the electron is trapped first
and then the hole can be trapped, we conclude that the
dominant electron-trapping process can happen through
defect levels at points C, D, and F, and the dominant hole-
trapping process can happen through defect levels at points D,
E, F, and G. Other processes are not important and are thus
neglected.

Using the newly developed theoretical calculation meth-
ods for carrier capture rate through multi-phonon emissions
(MPE) by Shi et al [71, 72] and with static approximations
[73, 74], we have calculated the carrier capture rate constants
through the above-mentioned levels for holes and electrons, as
shown in table 1. For each process, we used the phonon modes
and electron–phonon coupling constants based on the initial
states as an approximation within the harmonic phonon
approximation. Considering the whole recombination process
can only start from electron trapping due to +TeCd

2 and neutral
V ,Cd we can exclude neutral VCd as dominant recombination
centers, because electron trapping through defect level at point
F is very slow with an electron capture rate constant of

´ - -3.54 10 cm s .10 3 1 For +Te ,Cd
2 if electrons and holes are

Figure 4. HSE06 calculated formation energies of Te on Cd antisite
at the +2 and +1 charge states in p-type CdTe as functions of Fermi
energies (referenced to the VBM). The inset shows the atomic and
electronic configurations for different states. the pink balls are Cd
and the light yellow balls are Te.
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recombined through only one level (such as point D) as has
usually been assumed, it is also impossible for +TeCd

2 to cause
strong recombination in CdTe, because electron trapping
through the point D defect level is also very slow with an
electron capture rate constant of ´ - -1.69 10 cm s10 3 1.

However, we identified a two-level recombination
mechanism, i.e. electron trapping happens through a defect
level at point C, while hole trapping through a defect level at
point E, which can drastically enhance the recombination
process. We note that the energy barrier from the Td 1+ state
to the C3v 1+ state is actually (close to) zero, which means the
time needed for the structural transition is very short com-
pared to the time to trap one hole. Then, we can expect that
the defect, which needs a relatively longer time to trap one
hole, will soon change to another configuration after trapping
one electron and before hole trapping. This is also why we did
not consider the hole trapping at point C in table 1. One might
wonder whether trapping one electron through the point C
defect level then relaxing to the C3v

+TeCd state is the same
process as directly trapping one electron through the defect
level at point D. The easy relaxation from the Td +TeCd state to
C3v

+TeCd state after accepting one electron can be considered

as strong electron–phonon coupling, which can enhance the
electron-trapping rate through the defect level at point D.
Nevertheless, our direct calculation indicates that, under
harmonic approximation of the phonon mode, the direct
electron trapping through the point D defect level is slow.
This could be a breakdown of the phonon harmonic
approximation (for trapping through point D), which has been
used in the formalism, while the trapping through point C can
be described by the harmonic approximation. But it could also
be that the electronic configuration of the C3v

+TeCd state can
be considered as a different electronic configuration compared
to the case of the Td

+TeCd state and then the transition at defect
levels C and D are clearly distinct. In either case, it means a
fast harmonic oscillator like (e.g. as described by the multi-
phonon quantum formula, or the classical Marcus theory)
direct transition through the defect level at point D is
impossible. For the transition at point C, after the defect traps
one electron and becomes +Te ,Cd the phonon degree of freedom
should quickly relax to the Td ground state since it has the
same symmetry as before the transition and it has a relatively
much smaller displacement. In other words, the Td +TeCd state
is a local basin in the high-dimensional energy manifold of
the phonon degree of freedom after the charge transition,
which only has one degree of freedom leading to the C3v

+TeCd
state. After that, it could relax to the C3v

+TeCd state. Thus, it
will be more descriptive and meaningful to describe the
process as first trapping one electron through the defect level
at point C with Td symmetry, then quickly relaxing to the
ground state with C3v symmetry. The same can be said for
trapping a hole through the defect level at point E with C3v

symmetry, then relaxing to the ground state of +TeCd
2 with Td

symmetry (figure 4). The hole trapping through the point E
defect level is easy, because the +TeCd

2 state has the same C3v

symmetry as the +TeCd state. The difference is that the energy
barrier from the +TeCd

2 state with C3v symmetry (blue line in
figure 4) to the +TeCd

2 state with Td symmetry (red line in
figure 4) is now 0.23 eV according to our NEB calculations
based on the HSE06 functional. Using the transition state
theory [76], we can estimate the time it takes for the 2+ state
to transform from the C3v structure to the Td structure, which

is given by ( )n -⎡
⎣⎢

⎤
⎦⎥1 exp ,E

k T
a

B
where Ea is the energy barrier

and n is the transition rate. Using =E 0.23eVa and the cal-
culated =v 1.02THz, the time needed to complete the
transition at T = 300 K is about 6.81 ns. Compared to the time
costs for the electron and hole trapping, which are 186 and
18.9 ns, respectively, estimated from ( )t = -B N ,n p D,

1 the
structural transition is very quick. This is reasonable and
consistent with the fact that the dominant state of +TeCd

2 has Td
symmetry in p-type CdTe; otherwise there could be accu-
mulations of the +TeCd

2 state with C3v symmetry during the
recombination process if the barrier is very large.

Thus, we describe the whole recombination process
mediated by +TeCd

2 through two levels in p-type CdTe as
follows. First, the electron trapping, which is also the key
step, happens through the defect level at point C with a large
capture rate constant and changes the Td +TeCd

2 state to the Td
+TeCd state. Second, the Td +TeCd state changes to the C3v

+TeCd

Figure 5. HSE06 calculated formation energies of Cd vacancy at
different charge states and structural configurations as functions of
Fermi energies (referenced to the VBM). The inset shows the atomic
and electronic configurations for different states. The pink balls are
Cd and the light yellow balls are Te.

Table 1. Calculated electron capture rate constants Bn and hole
capture rate constants Bp through defect levels at points C, D, E, F,
and G in figures 4 and 5.

level ( )-B cm sn
3 1 ( )-B cm sp

3 1

C(TeCd) ´ -2.50 10 7 —

D(TeCd) ´ -1.69 10 10 ´ -1.67 10 7

E(TeCd) — ´ -2.46 10 6

F(VCd) ´ -3.54 10 10 ´ -1.55 10 11

G(VCd) — ´ -3.95 10 8
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state with nearly zero barriers due to structural relaxation or
phonon vibration. Third, the hole trapping happens through
the defect level at point E with a large capture rate constant
and changes the C3v

+TeCd state to the C3v
+TeCd

2 state. Fourth,
the C3v

+TeCd
2 state changes to the Td

+TeCd
2 state by over-

coming an energy barrier of 0.23 eV with the help of phonon
vibrations, finishing the whole recombination loop. The
whole process is determined mainly by the slowest step.
According to our calculation, the slowest step in the +TeCd

2

recombination process is the first step, which has an estimated
carrier lifetime of 186 ns. We note that our result is in good
agreement with a recent experimental measurement of p-type
CdTe grown by the molecular beam epitaxy method with only
intrinsic defects [81], which has a hole density of
´ -3 10 cm14 3 and a bulk SRH lifetime of 360 ns.

To summarize our results for the intrinsic defect prop-
erties of CdTe, we find that if intrinsic CdTe is grown under
Te-rich condition, CdTe can only be slightly p-type doped
with low hole density, due to the relatively deep acceptor
level of Cd vacancy. Most importantly, the Te-rich condition
can lead to the formation of a large amount of +Te ,Cd

2 which is
the dominant non-radiative recombination center and will
limit the carrier lifetime. Therefore, it is worth considering
another option, where CdTe is grown under Cd-rich condition
and achieves p-type doping using extrinsic dopants, as dis-
cussed below.

4. Doping CdTe p-type using extrinsic elements

As shown in our previous section, to improve the Voc and hole
density of p-type CdTe solar cells, we have to consider
extrinsic doping to overcome the intrinsic limit caused by
deep VCd levels. Two options are, using group V elements
such as P and As to replace Te under Cd-rich condition and
using group I elements such as Na to replace Cd under
Te-rich condition.

4.1. Group V elements

Group V element doping in CdTe has been studied for more
than half a century. Experimental results show that high hole
density exceeding -10 cm16 3 indeed can be obtained with P or
As doping [82–89]. However, several problems still remain
unclear. First, hole densities are reported to be pinned to

~ -10 10 cm16 18 3 and adding more P and As does not seem to
help the enhancement of hole densities [87]. Second, the
stability of P and As doping is rarely discussed and the high-
efficiency CdTe solar cell based on P and As doping is rarely
reported. Due to the lack of a deep understanding and
quantitative study of P and As doping in CdTe, no break-
through has been made so far to obtain high-performance
CdTe solar cells using P and As doping.

P and As are expected to replace Te in CdTe and act as
acceptors, because P and As have one fewer electron than Te.
Our calculations confirm that for neutral defects, the most stable
ones are P and As substitutions on Te sites, PTe and As ,Te

respectively, whereas other defects such as P and As interstitials

all have higher formation energies (figure 6), especially under
Cd-rich condition. At the neutral states with Td symmetry, PTe

and AsTe have seven electrons. Two electrons will fill the single
(without count of spin) s-like a1 state deep in the valance band,
and the other five electrons will occupy the three-fold-degenerate
p-like t2 state with one hole left. Because this t2 level is just
above the VBM of CdTe, it will be easy for PTe and AsTe to
accept one additional electron from the VBM and create holes in
the valance band of CdTe. Our calculated acceptor transition
energy levels of PTe and AsTe are 0.07 and 0.10 eV, respectively,
above the VBM of CdTe (figure 6). These values are in
agreement with previous calculations [33] and experimental
results [82, 88, 90] and shallower than the acceptor level created
by Cu, showing the advantage of anion substitution for making
p-type CdTe. However, as for some acceptor defects in tetra-
hedral semiconductors, P and As may form AX centers, con-
verting them from acceptors to donors [91, 92]. When an AX
center is formed, a P (or As) atom will move toward its
neighboring Te atom and form a P–Te (or As–Te) bond by
breaking their two bonds with Cd, as shown in figure 6(c). In
this case, the three-fold-degenerated defect states under Td
symmetry will split into a doubly degenerate e state and a single
a state. If the e state is fully occupied and the a state is fully
empty, it will gain a significant amount of electronic energy. The
AX center is stabilized when the electronic energy gain is larger
than the energy cost in breaking two anion–cation bonds [66].
Different from the LDA results in [33], our HSE06 calculations
show that both PTe and AsTe can form AX centers when they are
at the +1 charged states with the stability energies [defined as

( ) ( ) ( )]D = + - +E AX E AX E P, 1 , 1Te of 0.50 and 0.52 eV,
respectively. This difference could be because HSE06 tends to
localize the defect wavefunction, which leads to a large splitting
of the a and e states (figure 6(c)), thus making AX centers more
stable. Taking into account the above discussions, we show our
calculated P and As defect formation energies in CdTe under Te-
rich and Cd-rich growth conditions in figures 6(a) and (b),
respectively, where the following chemical potential conditions
are used: m m m m+ = - + < -1.17 eV, 3 2 0.57 eV,Cd Te Cd P
and m m+ < -3 2 0.46 eV.Cd As As can be seen in figure 6, due
to the self-compensation of -PTe by its AX center +P ,Te the Fermi
level will be pinned around the J point at 0.32 eV above the
VBM in figure 6(a) under equilibrium growth conditions, at
which -PTe and +PTe have the same formation energy. A similar
case occurs with As doping, where the Fermi level will be
pinned around the K point at 0.36 eV in figure 6(a) under
equilibrium growth conditions.

Our thermodynamic simulation confirmed the Fermi
level pinning. As can be seen in figure 7, no matter at what
temperature phosphorus-doped CdTe is grown, the Fermi
level cannot be lower than 0.32 eV under equilibrium growth
conditions. However, we note that a high hole density close to

~ -10 10 cm17 18 3 can be achieved when P-doped CdTe is
grown at T = 800 and 1200 K. This is because strong band-
edge thermal excitations at a high temperature will help to
keep the Fermi level above point J, thus making more
phosphrous prefer to form the acceptor -PTe than the donor +P .Te
That is to say, there is a larger density difference between

( )-n PTe and ( )+n P ,Te resulting in a high hole density. Generally

9

Semicond. Sci. Technol. 31 (2016) 083002 Topical Review



speaking, the higher the growth temperature, the more likely
P is to form acceptors rather than donors before -PTe and +PTe
compensate strongly with each other.

To overcome the Fermi level pinning caused by self-
compensation, we adopt the rapid-cooling methods as dis-
cussed in section 2. Because of the linear relation of Fermi
energy on kBT, equation (7) shows that the Fermi level can be
lowered toward the VBM if we can maintain high hole density
when the temperature is reduced. Because the substitutional
acceptor has a shallow acceptor level, which can be easily
ionized even at room temperature, the hole density is mainly
determined by the density difference of ( )-n PTe and ( )+n P .Te A
high ( ) ( )-- +n P n PTe Te density difference can be achieved if we
grow the sample at high temperature. When we lower the
temperature quickly to a low temperature (such as T = 300 K)
to sustain the high ( ) ( )-- +n P n PTe Te density difference, the
Fermi level can be pushed down beyond the pinning point J.
The right panels of figure 7 show our simulated results. As can
be seen, the Fermi level after rapid cooling from T = 800 K is
lowered toward the acceptor transition energy level, whereas
the hole density as high as -10 cm17 3 can still be achieved
when -10 cm18 3 P is incorporated into CdTe. Non-equilibrium
cooling from T = 1200K to T = 300 K gives similar results.
However, we also note that when the total concentration of P
exceeds -10 cm ,18 3 the resulting Fermi level increases slightly
and the hole density decreases. This is because at a very high P
concentration, more +PTe is formed, and its amount does not
change after non-equilibrium cooling. On the other hand, large
amounts of -PTe will convert to neutral PTe

0 after non-equilibrium
cooling. Therefore, the hole density p0 will decrease, leading
to the increase in Fermi level at very high P density. Our
simulations, therefore, indicate that the optimal amount of P
incorporated into CdTe is about -10 cm .18 3 Similar results are
obtained in the As doping case.

Our quantitative studies can well explain the observed
hole density pinning problem [87] and provide helpful
information about P and As doping in CdTe. One thing we
have to point out is that the long-term stability of P and As as
p-type dopants could be challenging, because based on our
calculation, the diffusion barrier of +PTe from the Td symmetry
site to the AX site is less than 1 eV. Applying strain and
alloying CdTe with ZnTe, are expected to improve the sta-
bility against the formation of the AX centers, because ZnTe
has a smaller lattice constant and the Zn–Te bond is stronger
than the Cd–Te bond, so PTe is expected to have lower for-
mation energy, whereas the AX center is expected to have
higher formation energy in ZnTe.

4.2. Group I alkaline elements

Group I elements such as Li, Na, and K are also considered as
potential good acceptors in CdTe [33, 93–95]. Here we re-
examine Na-related defects using HSE06 functionals. We
calculated the formation energies of Na-related defects in
CdTe as functions of Fermi levels, as shown in figure 8. The
(0/−) level of NaCd is about 0.05 eV above the VBM and the
(0/+) level of Nai is 0.04 eV below the CBM of CdTe, in
good agreement with previous calculations [33]. Similar to
group V doping, Na doping is also self-compensated under
equilibrium growth conditions and the Fermi level will be
pinned relatively deep above the VBM. For example, under
Te-rich condition, the Fermi level will be always higher than
point N, which is about 0. 36 eV, as also confirmed by our
thermodynamic simulations in figure 9. Similarly, this self-
compensation can be overcome by the rapid-cooling method.
As shown in the right panel in figure 9, after rapid cooling, a
Fermi level of about 0.1 eV can be achieved with hole density
above ~ -10 cm17 3 when about -10 cm18 3 Na is incorporated.

Figure 6. Formation energies of PTe and AsTe as functions of Fermi levels under (a) Cd-rich condition and (b) Te-rich condition. At point J or
K, the negatively charged substitutional defect with Td symmetry has the same formation energy as the positively charged AX center. Note
that neutral defects are not stable against decomposition to their charged states. (c) Schematic diagram to show how AX centers are stabilized
by lattice distortions.
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Our results agree well with the experiments [94]. A recent
experimental work also reported that a Voc value as high as
929 meV was achieved in Na-doped single-crystal CdTe solar
cells [93]. In this work, Na is also found to cause instability of
performance. This is possible since NaCd is unstable at low
Fermi energy against Nai and other Na-related defects such as
donor–acceptor complex. Our recent studies show that in

+Cu CdCd i defect complex, Cu can easily be kicked back to
the interstitial site and then Cu interstitial can diffuse away
and compensate CuCd doping. Similar effects may also occur
in the case of Na doping in CdTe. More work on Na-related
defect complex is needed in the future.

To summarize our results for the extrinsic doping of
CdTe using group VA and group IA alkaline elements, we
have found that both group VA and group IA alkaline ele-
ments, in principle, can achieve good p-type doping in CdTe
single crystals. While group VA elements might have a sta-
bility issue due to the conversion of the acceptor state to the
AX donor state, group IA alkaline elements might suffer a
knock-on effect of neighboring interstitial atoms. We are
aware that a recent experimental work reported a high Voc

value of 1.05 V that has been realized in phosphorus-doped
CdTe [96].

5. Cu and Cl treatment in CdTe

Experimentally, it is well known that both Cu and Cl treat-
ments are crucial for CdTe solar cells to obtain high energy
conversion efficiency. However, the exact roles that Cu and
Cl play in enhancing CdTe solar cell efficiency are still under
debate and many explanations and mechanisms have been
proposed. For example, for Cl, suggested mechanisms include
improving grain growth and recrystallization [27, 97],

Figure 7. Fermi level and hole density as functions of P density
under thermodynamic equilibrium growth condition are shown in (a)
at T = 300 K and the left panels of (b) at T = 800 K and (c) at
T = 1200 K, respectively. The right panels of (b) and (c) show the
Fermi level and hole density as functions of P density after non-
equilibrium cooling to T = 300 K. The densities are given by
number per cm3.

Figure 8. Formation energies of NaCu and Nai as functions of EF
under (a) Cd-rich condition and (b) Te-rich condition.
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enhancing S diffusion from CdS to CdTe [98, 99], passivating
deep defect levels within the band gap [37, 97, 100], and
helping carrier collection [101–104]. Although Cl incor-
poration indeed helps to improve CdTe solar cell efficiency,
some works on single-crystal CdTe indicate, on the other
hand, that too much Cl will induce hole traps deep in the
middle of the CdTe band gap, thus limiting the solar cell
performance [46, 101]. The fact that Cl treatment is only
necessary in polycrystalline CdTe, but not in single crystals
suggests Cl may have a strong impact on passivating CdTe
GBs. For Cu, the common idea that the function of Cu is to
reduce the back contact barrier still dominates in this field
[105, 106], while some recent works support the fact that Cu
plays an important role in enhancing p-type doping in CdTe
[107, 108]. Here, we use first-principles calculations to study
both Cl- and Cu-related defects in bulk CdTe and their seg-
regations at CdTe grain boundaries.

5.1. Cu- and Cl-related defects in bulk CdTe

First, let us discuss Cl doping in bulk CdTe. We find that Cl
can either replace Te and form ClTe or go to interstitial sites.
Because Cl has one more electron than Te, ClTe is expected to
be a donor, with a calculated (0/+) transition energy level of
0.19 eV below the CBM, as can be seen in figure 10. Cl
interstitial defects are complicated. For the neutral interstitial,
Cl is found most stable at the Bc site in reference [51] due to
level splitting caused by reduced symmetry. For −1 charged
interstitial, Cl is stabilized at the center of the tetrahedron
surrounded by four Cd, as expected. In this case, Cl interstitial
behaves as a shallow acceptor with a (0/−) transition energy
level of 0.17 eV above the VBM. However, when Cl inter-
stitial is positively charged, Cl interstitial can lower its energy
by forming a Cl–Te bond at the Te atomic site, as shown in

figures 11(a) and (b), which is similar to the behavior of
neutral Te interstitial in [51]. In this case, Cl interstitial will
act as a donor with a (0/+) level of 0.22 eV below the CBM.
Beside the point defects, Cl can also form defect complexes
such as the A center ( )+Cl V .Te Cd When the A center forms,
the additional electron of ClTe will spontaneously fill the
empty defect state of the Cd vacancy. Initially, the neutral Cd
vacancy has two holes, which lead to a large structural dist-
ortion and level splitting, resulting in a relatively deep
negative U (0/2−) acceptor level at 0.36 eV, as shown in
figure 2. When ClTe is present near the Cd vacancy, charge
transfer from ClTe to VCd will happen, making the structural
distortion of the Cd vacancy not favored anymore, as shown
in figure 11(c). As a result, the A center has a shallow (0/−)
acceptor level of about 0.11 eV above the VBM, in agreement
with the experimental result [30]. In this sense, A center
indeed can improve the p-type doping in CdTe. However, the
concentration of A center will be limited by the amount of Cd
vacancies. Once the Cd vacancies are all consumed, A center
will have higher formation energy than Cl interstitial and
ClTe. The consequence is that negatively charged Cl inter-
stitial will compensate the positively charged Cl interstitial
and ClTe, pinning the Fermi level in the middle of the band
gap and leading to deep levels in Cl-doped CdTe. Our cal-
culated results can be compared to the experimental results in
[46, 101], which suggest that too much Cl incorporation into
CdTe could be harmful.

For Cu doping in CdTe, it can form two important
defects. One is the substitutional defect CuCd and the other is
Cu interstitial. Because Cu has one valance electron less than
Cd, CuCd behaves as an acceptor. Due to the anion p—Cu d
coupling effect in tetragonal semiconductors, Cu substitutions
usually have deep acceptor levels [109]. However, in CdTe,

Figure 9. Fermi level and hole density as functions of Na density at
T = 800 K under thermodynamic equilibrium growth condition are
shown in the left panel, and the right panel shows the Fermi level
and hole density as functions of Na density after rapid cooling to
T = 300 K. The densities are given by number per cm3.

Figure 10. Cl-related defect formation energies in CdTe as functions
of Fermi levels under (a) Cd-rich condition and (b) Te-rich
condition. The chemical potential conditions are
m m+ = -1.17 eVCd Te and m m+ < -2 3.60 eVCd Cl .
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p–d coupling is suppressed because of the large lattice con-
stant. As a result, CuCd in CdTe has a relatively shallow (0/
−) acceptor level of 0.16 eV above the VBM, as shown in
figure 12. Our HSE06 result differs slightly from previous
LDA calculation [33] because a supercell size correction of
about 0.06 eV is used in the current calculation. Experimen-
tally, this level varies between 0.15 and 0.35 eV [110–115].
However, compared to the calculated acceptor level of Cd
vacancy, which is 0.36 eV above the VBM, the CuCd (0/−)
level is still shallower. As a result, Cu doping in CdTe should
be able to improve the p-type conductivity in CdTe, as
observed experimentally [107, 108]. Furthermore, under Te-
rich condition, the Cu substitutional defect always has lower
formation energy than Cu interstitial (see figure 12). Thus, the
dopant self-compensation can be suppressed by properly
controlling the growth conditions. Although the CuCd level is
still relatively deep compared to acceptor levels in other solar
cell materials such as CuInSe2 and Cu2ZnSnS4, Cu is the best
cation-substituting acceptor up to now. More importantly,
besides p-type doping, Cu also plays an important role in
forming the low-resistance back contacts, although Cu also
induces stability problems due to its fast diffusion in bulk
CdTe [51, 53, 116–119], which will also be discussed later.

5.2. Cu and Cl segregation at CdTe GBs

Now that we have clarified the Cl- and Cu-related defects in
bulk CdTe, we turn to discuss their behaviors in GBs. We
want to point out that the defect behaviors at GBs might vary
with different GB structures. Here, we focus our study on
the two typical and most energetically favorable GBs,

( )S3 111 and ( )S3 112 GBs [55, 120–122], as shown in
figure 13. The ( )S3 111 GB can be seen as a stacking fault
between the zinc-blende and wurtzite structures. Because
there are no dangling bonds or wrong bonds in ( )S3 111 GB,
its formation energy is very low and this GB is expected
to have large populations in polycrystalline CdTe [55]. The
Te-core ( )S3 112 GB, on the other hand, contains Te–Te
wrong bonds, which will form a deep gap state and be
harmful for CdTe electronic properties. Because this GB
also has relatively low formation energy compared to other
GBs, Te-core ( )S3 112 GB is also expected to exist in sig-
nificant amounts in CdTe.

First, we studied the segregation of Cu and Cl in their
neutral and charged defect states. Figures 14 and 15 show our
calculated results in these two GBs. As can be seen, in gen-
eral, Cu and Cl show little segregation at ( )S3 111 GB as
expected from the similarity between this GB and bulk,
except that Cl interstitial has segregation energy of about
0.2 eV. This is because the stacking fault at ( )S3 111 GB
gives Cl interstitial more space to stay, as shown in
figure 16(a). On the other hand, the energy of neutral Cu
interstitial does not sensitively depend on the space, but the s-
d coupling [51, 116]. As a result, Cu interstitial does not show
segregation. Things are different at Te-core ( )S3 112 GB. For
Cl interstitial, it behaves similarly to at ( )S3 111 GB. Here,
the Te-core ( )S3 112 GB offers Cl interstitial even larger
space as shown in figure 16(b) and as a result, the segregation
energy of Cl interstitial is as large as 1.2 eV for both neutral
and charged states. For Cl substitution, because in this case
Te–Te wrong bond is broken due to the smaller size of Cl
(figure 16(c)), each Te dangling bond state will relax back
into the valence band. As each Te dangling bond has 1.5
electrons (see [37]), Cl will transfer 0.5 electrons to each Te
and passivate the dangling bond. Consequently, there exists a

Figure 11. (a)Themost stable structure of +Cl ,i where Cl forms a bond
with Te. This kind of structure is referred to as a split interstitial (Spl)
structure and the pink balls are Cd atoms, the brown balls are Te atoms
and the green balls are Cl atoms. (b) The diagram shows how the Spl
structure is stabilized by level splitting. (c)The diagram shows how the
neutral Cd vacancy is stabilized by level splitting and how the A center
makes a shallow acceptor level in CdTe.

Figure 12. Cu-related defect formation energies in CdTe as functions
of Fermi levels under (a) Cd-rich condition and (b) Te-rich
condition. The chemical potential conditions are
m m+ = -1.17 eVCd Te and m m+ < -0.25 eVCu Te .
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large energy gain, resulting in the strong segregation of ClTe.
When ClTe is +1 charged, charge transfer still happens from
the VBM of CdTe to the Te dangling bond, resulting in a
smaller but still large energy gain. Consequently, +ClTe also
shows relatively strong segregation. Our results are consistent
with experimental observations [101–104] and previous stu-
dies [37].

Similarly, for neutral Cu interstitial at Te-core ( )S3 112
GB, Cu sits near the middle of the Te–Te bond (see
figure 16(e)), thus breaking the Te–Te state. The one extra
electron of Cu interstitial transfers to the two Te dangling
bonds, resulting in a large energy gain and strong segregation
of neutral Cu interstitials at Te-core ( )S3 112 GB. When Cu
interstitial becomes positively charged, charge transfer from
the VBM of CdTe to the Te dangling bonds still causes the
segregation of Cu interstitial. For Cu substitutions at Te-core

( )S3 112 GB (figure 16(f)), the segregation of neutral defect
can be explained as follows. Because CuCd can introduce a
partially occupied acceptor state near above the VBM, the
fully occupied Te–Te state can thus transfer one electron to
the acceptor state with an energy gain. However, when CuCd
is negatively charged, the acceptor state is now fully occupied
and there is no charge transfer from the Te–Te state anymore.
As a result, after CuCd is negatively charged, the segregation
of CuCd is strongly suppressed. We note that Cu segregation
is reported experimentally [12, 108, 119] which can be
attributed to Cu interstitials or neutral Cu on Cd sites at Te-
core ( )S3 112 GBs.

Through the above studies, we can conclude for this
section that the main role of Cl should lie with its interac-
tions with GBs, while Cu can both improve p-type doping in
the bulk region and interact with GBs. However, to fully
understand the roles of Cu and Cl, we need to take into
account other factors, such as the interactions between
defects, the formation of defect complexes, and the non-
radiative recombination that could be caused by Cu- and Cl-
related defects. These aspects are worth studying in the
future.

6. Impurity diffusion in CdTe

Impurity dopants are often introduced into semiconductor
systems through diffusion. In CdTe, dopants can include Na,
Cu, Cl, P, As, etc. Besides, impurity can be related to the
stability of device performance by changing its locations and
doping behaviors through diffusion. For example, Cu can
induce performance instability of CdTe solar cells, because
Cu is a fast diffuser. As a result, knowledge of impurity
diffusion in CdTe is of great importance for effectively con-
trolling dopants and improving the device stability.

Usually, for a substitutional defect, its diffusion should
be with the aid of vacancies. During diffusion, a substitutional
atom jumps from a regular site into a neighboring vacancy
site in executing the unit step. In addition to the probability of
crossing the activation barrier along the path, the probability
of the neighboring site being vacant also has to be considered.
Hence, substitutional diffusion is generally 4–6 orders of
magnitude slower than its interstitial diffusion. As a result,
here we mainly discuss interstitial diffusion in CdTe and
focus on group IA (Li, Na, K), Cu, Cl, and P.

6.1. Cation diffusion

First, we will see the diffusion of cation interstitials. For
group IA elements (Li, Na, K), as expected, the most stable
interstitial site is at the tetrahedral site due to the large spaces,
and the barrier site is at or near the center of the two tetra-
hedral sites (denoted as M site). The neutral and +1 charged
impurities have similar diffusion path and energy barriers due
to the delocalized character of the impurities. There are two
tetrahedral sites: Tc (next to cation) and Ta (next to anion). A
larger atom like K prefers the Tc site, because of the large
space and the smaller atom like Li prefers the Ta site due to
larger Coulomb attraction. Na behaves in between, and it has
minimum at the Tc site as for K, but with a smaller energy
barrier (figure 17).

Figure 13. Two CdTe GBs used in this work. (a) ( )S3 111 GB without wrong bonds and (b) Te-core ( )S3 112 GB with the Te–Te wrong
bonds. The pink balls are Cd atoms and the brown balls are Te atoms.
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The diffusion of Cu interstitial is different from the diffu-
sion of group IA alkaline elements. Cu interstitial has its energy
minimum at the M site, as shown in figure 18(b). This is

because, due to the symmetry reduction at the M sites, the s-
orbital-like conduction band is allowed to couple with Cu d-
orbitals, which are fully occupied, highly delocalized and

Figure 14. Segregation of charge-neutral Cu and Cl defects at GBs. (a) ClTe, (b) Cli, (c) Cui, and (d) CuCd segregation at ( )S3 111 and Te-core
( )S3 112 GBs, respectively. The lowest energy points are set as zero, the layer numbers are labeled in figure 13, and the structural

configurations are shown in figure 16.
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shallow in energy. As a result, the s–d coupling at the M sites is
strong enough to make Cu interstitials have large energy gain,
leading to the energy minimum at the M sites. When Cu

interstitials are positively charged, the energy gain at the M sites
is even larger and thus +Cui has larger energy barriers than
neutralCu .i Due to the s–d coupling mechanism, Cu interstitials

Figure 15. Segregation of charged Cu and Cl defects at GBs. (a) +Cl ,Te (b) -Cl ,i (c) +Cu ,i and (d) -CuCd segregation at ( )S3 111 and Te-core
( )S3 112 GBs, respectively. The lowest energy points are set as zero, the layer numbers are labeled in figure 13, and the structural

configurations are shown in figure 16.
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generally have relatively low energy barriers, i.e. 0.28 eV forCui
and 0.46 eV for +Cu .i Consequently, Cu interstitials can diffuse
relatively fast in CdTe, which contributes to the instability
issues.

6.2. Anion diffusion

First, let us discuss the diffusion of Cl interstitial. Cl inter-
stitial can have three charge states. Neutral Cli is most stable
at the Bc site, which lies in the middle of two cations (see

figure 19(b)). Due to the reduction of symmetry, the three-
fold-degenerated states of Cli at the Tc site split into three
separated states at the Bc site. When taking into account spin
splitting, there can be large energy gain at the Bc site. Com-
pared to PBE calculations, HSE06 strengthens the spin
splitting considerably, i.e. 0.5 eV [51] by PBE compared to
about 1.5 eV by HSE06 (see figure 19(c)). As a result, the
energy gain at the Bc site can exceed the energy cost induced
by strain, making the Bc sites local minimum. Consequently,
the diffusion energy barriers for neutral Cli are calculated to

Figure 16. Structural configurations of Cu and Cl defects at CdTe GBs. (a) Cl interstitial at ( )S3 111 GB. (b) Cl interstitial at Te-core ( )S3 112
GB. (c) Cl substitution at Te-core ( )S3 112 GB. (d) Cu interstitial at ( )S3 111 GB. (e) Cu interstitial at Te-core ( )S3 112 GB. (f) Cu
substitution at Te-core ( )S3 112 GB. The pink balls are Cd atoms, the brown balls are Te atoms, the green balls are Cl atoms, and the blue
balls are Cu atoms.
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be 0.28 eV by HSE06, which is larger than the PBE results
(0.1 eV in [51]). Negatively charged -Cli is most stable at the
Tc site, mainly determined by the strong Coulomb attractions
between -Cli and the neighboring four cations. Because all the
orbitals of -Cli are fully occupied, no level splitting is

observed and -Cli follows the common diffusion paths with a
diffusion energy barrier of 0.89 eV, as shown in figures 20(a)
and (b). Positively charged +Cl ,i on the other hand, is most
stable at the Spl site due to the level splitting, as already
discussed in section 4 and shown in figure 11. In this case,

Figure 17. (a) Diffusion energies and (b) diffusion paths of group IA interstitials. The pink balls are Cd atoms, the brown balls are Te atoms,
and the purple balls are group IA atoms.

Figure 18. (a) Diffusion energies and (b) diffusion paths of Cu interstitial. The pink balls are Cd atoms, the brown balls are Te atoms, and the
blue balls are Cu atoms.

Figure 19. (a) Diffusion energies and (b) diffusion paths of neutral Cl interstitial. The pink balls are Cd atoms, the brown balls are Te atoms,
and the green balls are Cl atoms. (c) The diagrams to show the electron occupations of the Tc and Bc sites and partial density of state of Cl
interstitial at the Bc sites, where a large spin-splitting energy of 1.5 eV is clearly seen.
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+Cli diffuses differently from its neutral and negatively
charged states. At the first step, the Te atom initially bonded
to the Cl atom kicks the Cl forward and itself becomes a
normal, four-cation bonded anion, while the Cl forms a new
bond with another Te atom and they share the original site of
this Te, as shown in figure 21(b). Then this Cl–Te bond
rotates by about 90 and followed by another equivalent
rotation, the Cl–Te bond finally becomes a Te–Cl bond,
which is equivalent to the initial structure. By combining one
kick-out step and two rotation steps, +Cli has a relatively low
energy barrier of about 0.6 eV, as shown in figure 21(a).

P interstitial can also have three charge states. Both neutral
and negatively charged P interstitials are most stable at the Spl
site, the same as for the positively charged +Cl .i Consequently,
their diffusion mechanisms are also the same as those of +Cl ,i
i.e. first a kick-out step, then followed by two rotation steps. Due
to the stronger bonding between P and Te, neutral and nega-
tively charged P interstitial have their largest energy barriers at
the kick-out steps with values of 0.4 and 0.85 eV, respectively,
as shown in figure 22. Positively charged +Pi has a different

energy minimum, which locates at the center of the six-atom
rings formed by Cd and Te atoms (denoted as C site), as shown
in figure 23(b). At the C site, there can be large energy gain due
to level splitting, as seen in figure 23(c). Consequently, the
diffusion of positively charged P interstitial has an energy barrier
of about 0.6 eV, as shown in figure 23(a).

In this section, we established the correlation between the
diffusion behavior and the electronic structure of the interstitial
diffuser. For the cation atoms, because the defect electrons
occupy the non-degenerate s-like state under Td symmetry, the
diffusion is almost along the [109] directions between the tet-
rahedral sites, although the diffusion of Cu shows some
deviation due to the s–d coupling. The diffusion of the neutral
and positively charged cation atoms follows similar paths. For
the anion atoms, because the defect electrons occupy the p-like
triply-degenerate states under Td symmetry, there are always
large structural distortions. Therefore, the diffusion follows
totally different paths, and strongly depends on the charge states
of the interstitial diffusers.

Figure 20. (a) Diffusion energies and (b) diffusion paths of negatively charged Cl interstitial. The pink balls are Cd atoms, the brown balls are
Te atoms, and the green balls are Cl atoms.

Figure 21. (a) Diffusion energies and (b) diffusion paths of positively charged Cl interstitial. The pink balls are Cd atoms, the brown balls are
Te atoms, and the green balls are Cl atoms.
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Here, we also want to stress that we just considered the
simplest interstitial diffusion of Na, Cu, Cl, and P. Although this
information can help with understanding impurity behaviors and
controlling their incorporation and device performance, direct
comparisons between our calculations and experiments can have
gaps because, in reality, other diffusion mechanisms can coexist
with the ones studied in this work. In addition, impurities like
Cu, Cl, and P usually have large amounts in CdTe and they can
form many defect complexes like donor–acceptor pairs, which
can significantly affect their diffusion as well as the device
stability. These issues need to be addressed to fully understand
the impurity behaviors in CdTe.

7. Conclusion and outlook

We summarize the recent first-principles study of defects in
CdTe as follows: (1) Intrinsic CdTe can only be poorly p-type
and have a hole density less than -10 cm15 3 due to the relatively
deep acceptor level of VCd. Homo CdTe p-n junction could give
high Voc as long as the surface recombination can be suppressed.
(2) The dominant defect recombination center in p-type bulk
CdTe is +Te ,Cd

2 which limits carrier lifetime to be around 200 ns.

(3) P-type doping by replacing Te with group V elements
generally will be limited by their AX centers, which can be
overcome through a non-equilibrium thermal rapid-cooling
process. The hole density can be improved to be over -10 cm .17 3

However, the long-term stability will be a challenging issue. (4)
Although p-type doping by replacing Cd with group I alkaline
elements is also limited by compensated alkaline interstitials, the
non-equilibrium thermal rapid-cooling process has proved to be
efficient in enhancing the hole density to the order of -10 cm .17 3

(5) Cu can improve p-type doping, but Cl is found to be
unsuitable for this. Both Cu and Cl show segregation at GBs,
especially at those with Te–Te wrong bonds. (6) External
impurity diffusion in CdTe is strongly correlated with the
impurity electronic structures, especially for anion diffusion.

Although first-principles calculations have already pro-
vided much knowledge of defect behaviors in CdTe and helped
us understand important issues related to the efficiency and
stability of CdTe solar cells, much more is still to be explored,
including but not limited to the following. (1) What are the
defect properties at CdTe surfaces and interfaces? Can new
architectures such as those based on homo CdTe p-n junctions
with surfaces passivated by MnCdTe or MgCdTe alloys give
us higher energy conversion efficiency? (2) How can we
improve the stability of group VA and group IA elements
doped p-type CdTe using strain or co-doping strategies? (3) In
considering the large number of defect complexes or donor–
acceptor pairs in CdTe, how do they affect the performance
of CdTe solar cells in terms of doping, recombination, and
diffusion, as well as the stability of device performance?
(4) Although Cu is critical to obtain high efficiency, how can
we improve the stability? Can we find better substitutions of
Cu-containing back contacts? (5) CdS window layer is also
important for current CdTe solar cells. Can we improve the
band alignments at CdTe/CdS interfaces and reduce the
interface recombination through alloying? We believe first-
principles calculations of defect behaviors in CdTe can con-
tinue to give us valuable information in the future.
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