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a b s t r a c t

The effects of various crystal defects on the performances of CdTe, Cd1−xZnxTe (CZT), and TlBr for room-
temperature high-energy radiation detection are examined using first-principles theoretical methods.
The predictive, parameter-free, atomistic approaches used provide fundamental understanding of defect
properties that are difficult to measure and also allow rapid screening of possibilities for material
engineering, such as optimal doping and annealing conditions. Several recent examples from the
author's work are reviewed, including: (i) accurate calculations of the thermodynamic and electronic
properties of native point defects and point defect complexes in CdTe and CZT; (ii) the effects of Zn
alloying on the native point defect properties in CZT; (iii) point defect diffusion and binding leading to Te
clustering in Cd(Zn)Te; (iv) the profound effect of native point defects—principally vacancies—on the
intrinsic material properties of TlBr, particularly its electronic and ionic conductivity; and (v) a study on
doping TlBr to independently control the electronic and ionic conductivity.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

1.1. Room-temperature radiation detectors

Cadmium telluride (CdTe), cadmium zinc telluride (CdZnTe),
and thallium bromide (TlBr) are promising semiconducting mate-
rials for high-performance high-energy radiation detectors oper-
ating at room temperature. Such detectors, when able to resolve
the energy of incoming gamma- or X-rays to better than 1% at
characteristic energies, find important uses in applications includ-
ing nuclear nonproliferation, homeland security, medical imaging,
and space imaging [1–3]. The performance of the radiation
detector ultimately depends on the active semiconductor mate-
rial—both its intrinsic properties and the quality of a given crystal
[4,2,5]. Several material properties dictate the performance of a
semiconductor crystal for high energy-resolution room-tempera-
ture radiation detection, stemming from the operation principle of
direct conversion of incoming photons to electrical current. Energy
resolution is achieved when the measured current is proportional
to the photon energy. The efficiency and energy resolution of the
detector thus depend on its ability to absorb high-energy photons,
generate free carriers, and create an externally measurable current
proportional to the photon energy. Large single crystals on the
order of 1 cm3 or larger are usually required to achieve maximum
absorption of radiation in the 10–10,000 keV range. A large
voltage, typically on the order of 1000 V and limited by the
ll rights reserved.
dielectric breakdown of the crystal, is applied to the detector to
create a maximal electric field to sweep out the photogenerated
carriers to count the photocurrent.

The following material properties are crucial for maximizing
the signal-to-noise ratio and achieving high-performance radia-
tion detection at room temperature. First, materials containing
high-Z elements (≳50) are desired to maximize sensitivity and
minimize the required volume, since photoelectric absorption of
high energy radiation varies as Z5. Second, a small band gap is
desired, since the number of photogenerated carriers is propor-
tional to the ratio of photon energy to the band gap; however, too
small a band gap contributes noise from thermal excitation of
carriers across the gap. In practice, a band gap of ∼1:4–2:2 eV is
suitable for room-temperature operation, with ∼1:6 eV nearly
optimal. Similarly, high resistivity is required to avoid noise from
a large Ohmic background current. Finally, the carrier drift length,
which is proportional to the product of carrier mobility and carrier
trapping lifetime, is required to be on the order of 1–10× the
distance between electrical contacts to ensure complete collection
of photogenerated carriers and thus linearity between photon
energy and measured current. This final requirement is essential
for high energy resolution, and semiconductor radiation detector
materials are typically characterized by the figure of merit μτ, the
product of mobility and lifetime, with a desired target
≳10−2 cm2=V.

As mentioned above, both intrinsic and extrinsic properties of a
crystal affect its performance. Defects of various scales in the
material, from point defects to defect complexes to aggregates/
precipitates to dislocations and grain boundaries, can sensitively
affect the electronic properties, particularly mobility, lifetime, and
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resistivity. Therefore, maximal detector performance is achieved
through control of defects (e.g., purification and single-crystal
growth) and engineering the distribution of desired defects (e.g.,
doping).

This paper will examine the role of various relevant defects in
two specific room-temperature radiation detection materials,
Cd(Zn)Te and TlBr, reviewing several examples from our recent
work [6–11]. The analyses will rely on theoretical assessments of
the distribution of different defects and their effects on transport
properties, with connections to experimental results made as
appropriate. Simulations based on parameter-free first-principles
atomistic-scale models provide predictive power to understand
the role of defects on material performance without input from
experiments. This predictive approach enables not only the under-
standing of fundamental defect properties which are difficult to
measure directly, but also rapid virtual screening of a large number
of scenarios (e.g., potential dopants, growth conditions, annealing
conditions, etc.) to guide development and optimization of real
materials.

Both Cd1−xZnxTe (CZT) and TlBr are materials that nominally
meet the criteria outlined above for high-performance room-
temperature radiation detectors, but each is limited by different
defect-related effects that must be overcome or managed.
1.2. Cd(Zn)Te

CdTe has been demonstrated as a good radiation detector
material, with high-purity crystals exhibiting high μτ products
(up to 3� 10−3 cm2=V at room temperature) and high resistivity
(up to 109 Ω cm) [12,2,4,13]. For the highest performance detectors
at room temperature, Zn is added to increase the band gap from
1.5 to ∼1:6 eV (with ∼10% Zn), which reduces thermal noise and
increases the resistivity up to 8� 1010 Ω cm [14,2,13]. Additional
empirical benefits of Zn alloying in CdTe include oxygen gettering,
increased hardness, and reduced “polarization” effect (time-
dependent detector degradation due to internal fields from charge
separation) [2]. CZT gamma detectors have achieved energy
resolution better than 1% at 662 keV [15,16] (a resolution bench-
mark), but material costs are high from the difficulty of growing
large uniform single crystals and the typical need for crystal
harvesting. (CdTe and CdTe-based alloys also find important
applications in solar cells and optical modulators, where much
smaller volumes are required.) A variety of crystal defects—ranging
from point defects to inclusions/precipitates/secondary phases to
dislocations and grain boundaries—limit the performance of indi-
vidual crystals. Generally, defects that trap carriers and reduce the
carrier lifetime are the most detrimental. We will examine
theoretically the properties and effects of several of these
defects below.
1.3. TlBr

TlBr also has demonstrated outstanding performance for room-
temperature gamma detection, with resolution better than 1% at
662 keV [17–19]. The high performance stems from the large band
gap (2.7 eV), long carrier lifetime (up to 10−4 s), and high resistiv-
ity (∼1011 Ω cm at 298 K). However, a major practical problem is
that detector performance degrades over times that vary from
hours to several weeks [20,21], a phenomenon termed “polariza-
tion.” Point defects, particularly vacancies, play a major role in this
phenomenon and also contribute to some of the favorable proper-
ties of the material. Below, we examine their roles in detail and
suggest defect engineering strategies to improve TlBr detector
stability.
2. Methods

Density functional theory (DFT) is used as the basis for our
analyses. We employ the supercell approximation and the projec-
tor augmented-wave (PAW) method [22,23]. Outside the PAW core
regions, wavefunctions are expanded in a plane-wave basis [24–
27]. Various approximations for the exchange-correlation are used,
including the local density approximation (LDA) [28,29] and the
generalized gradient approximation of Perdew, Burke, and Ernzer-
hof (PBE) [30]. For improved accuracy, particularly to improve the
well-known band gap underestimate of LDA or PBE, the hybrid
functional approach is used in the screened range-separated
formulation by Heyd, Scuseria, and Ernzerhof (HSE) [31,32]. In all
calculations, relaxed atomic configurations are determined with
forces minimized typically to < 20 meV=Å. Convergence with
respect to the number of integration points in the Brillouin zone
and the plane wave cutoff is checked. For localized charged
defects, the Makov–Payne correction scheme [33] is applied to
computed energies.

The analysis of point defect properties begins with the calcula-
tion of the defect formation energies, ΔEf , which reveal the
equilibrium concentrations of different defects as well as some
of their electronic properties. The formation energy of a defect, D,
in charge state, q, is given by

ΔEf ,DðqÞ ¼ ED−Eideal−∑
i
Δniμi þ qμe, ð1Þ

where ED is the total energy of the system containing the defect
(with atomic relaxation included), Eideal is the energy without the
defect, Δni is the number of atoms of type i and chemical potential
μi added to the system, and μe is the electron chemical potential
(Fermi level) [34–39]. The μi terms also embed the chemical
environment of the crystal. In Eq. (1), we neglect the contributions
of vibrational entropy and pressure–volume terms to the energy,
since these are small at ambient conditions. The equilibrium
concentration of a given defect is cDðqÞ ¼ c0 expð−ΔEf ,DðqÞ=kBTÞ,
where c0 is the site concentration (for the specific type of defect),
kB is Boltzmann's constant, and T is absolute temperature. By
comparing the formation energies of different defects, we can
determine which are most prevalent in the crystal. In addition, the
last term in Eq. (1) indicates the linear dependence of ΔEf on μe for
charged defects, implying the possibility of regimes of μe within
the material's band gap where a certain charge state of a defect is
more favorable than another. These charge-state regimes and the
values of μe where transitions between charge states occur reveal
the donor, acceptor, or neutral nature of a defect and its associated
shallow or deep electronic level (more detail is given below).
Charge transitions near mid-gap represent strong carrier traps and
degrade carrier lifetimes [40].

The effects of defects on carrier mobility can be predicted by
computing the carrier scattering rate using perturbation theory
[41–44]. We have shown that a good, rapidly computable relative
measure of carrier scattering for defects with the same absolute
charge state is given by [44]

M2 ¼ ∫ j∇rðΔVÞj dr
� �2

, ð2Þ

where ΔV , the perturbation potential, is the difference of the self-
consistent potential in the defect supercell compared to the
perfect system. Larger values of M2 are more detrimental to carrier
mobility. This perturbative scheme also can be applied to study the
scattering from phonons and alloy disorder [9,45,46].

Mass transport properties of the crystals are determined by
computing the energy barrier for atoms (defects) to hop between
lattice sites. The nudged elastic band method [47] allows this
energy barrier to be estimated with DFT.
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Further details of specific computations are given as needed in
the discussions that follow. Additional details are also found in the
cited references.
3. Point defects in Cd(Zn)Te

3.1. Native point defects in CdTe

We calculated the formation energies of native defects in CdTe—
including vacancies, antisites, interstitials, and several complexes—
using both LDA and an HSE-like hybrid functional (constructed
using LDA instead of PBE) [6]. The calculated band gap of CdTe is
0.63 eV with LDA and 1.48 eV with the hybrid functional, com-
pared to the experimental value of 1.5 eV. Finite-size errors were
estimated by comparing calculations with different supercell sizes
from 64 to 512 atoms, and convergence with respect to number of
k-points and energy cutoff was carefully checked. For each defect,
all possible sites and symmetries were compared to find the
lowest energy configuration. In total, more than 20 defect config-
urations and more than 400 structures (including different super-
cell sizes and charge states) were calculated. Fig. 1 summarizes the
formation energies of the most important defects in CdTe; Fig. 1
(a) and (b) shows the LDA results, while Fig. 1(c) shows the hybrid
functional results.

Since CdTe is a II–VI compound, defects tend to be either
neutral or have 72 charge. For Cd-rich material, the dominant
defects are the shallow double donor Cd interstitial Cdi (Td
symmetry in a Cd neighborhood), the shallow double acceptor
Cd vacancy VCd (Td symmetry), and the deep double donor Te
vacancy VTe (Td symmetry). For Te-rich material, which is more
typical, the dominant defects are the VCd, the very deep double
donor Te antisite TeCd (C3v symmetry when neutral, Td symmetry
Fig. 1. (a) Formation energies for the most stable configuration of each native defect in Cd
energies for the set of Te interstitial configurations, showing ðTe–TeÞTe,〈110〉 as the mo
screened exact exchange) for the 5 most prevalent defects in CdTe and the VCd–TeCd co

[110]

[001]

Fig. 2. Atomic structure of the ðTe–TeÞTe,〈110〉 split interstitial in CdTe. Blue spheres ¼
(From [8].) (For interpretation of the references to color in this figure caption, the read
when q¼ þ 2), the Cdi, and Tei (split dumbbell on a Te site
oriented along a 〈110〉 direction). The TeCd undergoes a Jahn–Teller
[48,49] symmetry breaking and lifting of degeneracy when tran-
sitioning from the Td (q¼ þ 2) to the C3v (q¼0) state; however, for
practical purposes, TeCd exists in the neutral C3v state, since the
donor transition is extremely deep, close to the valence band
maximum (VBM). The Tei exists as a split interstitial; the tetra-
hedral interstitial configurations have formation energies more
than 1.5 eV higher [see Fig. 1(b)]. Several split interstitials have
similar formation energies within 0.5 eV, with a shallow potential
energy landscape connecting them, but the lowest energy config-
uration is ðTe–TeÞTe,〈110〉, whose structure is shown in Fig. 2 [6,8].
Previous theoretical calculations that only considered tetrahedral
interstitials predicted the high formation energies of those con-
figurations [50].

The crossing within the gap of the formation energies of V2−
Cd

and Cd2þ
i , which are the lowest formation energy charged native

defects, has implications for self-compensation of the material and
Fermi level pinning, since charge neutrality will force the Fermi
level to remain near the crossing point [51]. From the position of
the crossing point, we expect Cd-rich material to be highly
resistive or slightly n-type, while Te-rich material would be
moderately p-type. Highly resistive Te-rich material is often
achieved by addition of Cl, In, or other dopants that complex with
VCd to shift the point of Fermi level pinning toward mid-gap
[52,53,13].

Our results show that isolated VCd is a shallow double acceptor.
Some previous theoretical works [50,54–56] assign a second deep
transition to VCd (−/¼ ) at about 0.2–0.4 eV above the VBM, which
appears to originate from overcorrection of the spurious electro-
static interaction of the supercell approximation [6]. Analysis of
the charge density associated with the vacancy in the −2 charge
state in large supercells shows nearly complete delocalization,
Te, for both Cd-rich and Te-rich conditions, calculated using LDA. (b) LDA formation
st stable. (c) Formation energies calculated using a hybrid functional (LDA + 25%
mplex, for Te-rich conditions.

Cd, pink spheres ¼ Te, yellow spheres ¼ Te atoms comprising the interstitial.
er is referred to the web version of this article.)
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indicating a shallow defect. The experimental literature also shows
a wide discrepancy of deep acceptor levels nominally assigned to
VCd, including levels at approximately 0.2, 0.4, and 0.8 eV above
the VBM [3,57–64,13,65]. One experiment reports a deep donor
state for VCd at ∼0:8 eV above the VBM [59]. The assignment to VCd

often is made by comparing the presence or intensity of spectro-
scopic peaks between Cd-rich vs. Cd-poor material, and sometimes
by comparing with the (previous) theoretical results. We interpret
the experimental results as indicating the presence of VCd-related
defects (defect complexes) that are not necessarily isolated vacan-
cies. The most important native defect complex is the VCd–TeCd,
which from Fig. 1(c) can be seen to be the only native deep
acceptor we found. The level associated with this complex is
predicted to occur at ∼0:6 eV above the VBM with LDA and
∼0:8 eV with the hybrid functional [6,7]. For Te-rich material, we
determine by comparing the formation energies in Fig. 1(c) that a
significant fraction, but not all, of the individual VCd and TeCd
are expected to be complexed, with a concentration similar to that
of Tei.

The presence of the VCd–TeCd complex is predicted to be
spectroscopically identifiable. We calculated the vibrational den-
sity of states for CdTe containing VCd, TeCd, and VCd–TeCd defects,
using phonon calculations with the direct force approach and also
verified with ab initio molecular dynamics simulations [7]. Fig. 3
shows the calculated spectra. The defect-related modes are both
Raman and infrared active. In pure CdTe, distinct vibrational peaks
for the different defects are present, however they may be difficult
to resolve since they overlap the bulk CdTe vibrational spectrum.
However, we find that hydrogen and/or deuterium doping makes
the spectra quite distinct. The H/D impurities bind to Te atoms
around the vacancy, producing high frequency vibrational modes
with very different characteristics for isolated VCd compared to
VCd–TeCd. Without the complex, the three vibrational modes
Fig. 3. (a) Vibrational density of states of CdTe, overlaid with the local mode
spectra for VCd, TeCd, and VCd–TeCd defects, which are greatly exaggerated in
amplitude for clarity. (b) Local mode spectra for VCd and VCd–TeCd decorated with H
or D. Anharmonic effects related to the light mass of H have been neglected.
(From [7].)
associated with H or D are nearly degenerate at ∼300 cm−1

(green peaks). In the presence of the VCd-TeCd complex (red and
blue peaks), the frequencies shift higher, with the two transverse
wag modes splitting and the stretch mode appearing at a much
higher frequency.

3.2. Zn alloy effects in CdZnTe

For room-temperature gamma detectors, Zn is usually added to
CdTe to increase the band gap. At high temperatures, the alloy is
fully miscible and melt growth results in a random alloy with Zn
occupying a fraction of Cd sites. We studied the effect of Zn
alloying on the defect properties using ensembles of randomly
occupied supercells for compositions ranging from 5 to 13% Zn [9].
(Typical detector material contains ∼10% Zn). Fig. 4(a) shows a
typical result for the formation energies of native defects for the
case of 8% Zn. We see that different defects vary in sensitivity to
the Zn configuration for absolute formation energy and position of
charge state transition levels. The two notable defects with
significant dispersion due to alloy disorder are VTe and Tei. These
are defects with very short-range structural and electronic order,
which makes them sensitive to structural changes in their nearest-
neighbors; the other defects average over configurations consider-
ably farther from their center and see much less effect. The
dispersion for these two defects is of little practical importance,
since VTe is rare and Tei is neutral over all conditions relevant to
radiation detectors. Furthermore, Fig. 4(b) shows that most defect
formation energies are not sensitive to Zn composition either,
except VTe and Tei. Therefore, CdTe is a good model for CZT, at least
for moderate concentrations of Zn [9].

We further examined the carrier scattering properties of native
defects as a function of Zn composition and alloy disorder, in
addition to the thermodynamic properties and deep trap energies
discussed above [9]. We found that point defect scattering was
essentially identical to that in CdTe over the range of Zn composi-
tions examined. However, alloy disorder contributes at least a
factor of 2 more (up to an order of magnitude more) than point
defect scattering in limiting carrier mobility for a reasonable
concentration of defects. Alloy scattering shows a strong composi-
tion dependence, nearly doubling from 5 to 13% Zn. Nevertheless,
thermal scattering was found to dominate both alloy and point
defect scattering above ∼150 K, so that at room temperature the
carrier mobility is limited by phonons. Thus, impurity effects are
relevant predominantly for limiting carrier lifetime in CZT rather
than mobility.

3.3. Te clustering in Cd(Zn)Te

Cd(Zn)Te is grown slightly Te-rich to avoid phase separation
during melt growth solidification due to retrograde solubility in
the phase diagram near the melting point, which results in
compositional inhomogeneity manifested as Te-rich regions or Te
precipitates [13,66]. From the analysis in Section 3.1, we see that
several native point defects present in the Te-rich material may
contribute to formation of Te-rich regions in the crystal. The V2−

Cd is
by far the most prevalent defect at equilibrium, followed by Te0Cd.
The ðTe–TeÞ0Te,〈110〉 split interstitial (Te0i ) also is present in appreci-
able concentration. The Cd2þ

i is present at similar concentrations
as Te0i , but it is not important for clustering of Te. The VTe is a very
rare defect with a formation energy over 3 eV, so its effect is
negligible. The relative rates of diffusion of these defects are
estimated using the nudged elastic-band (NEB) method [47],
which gives the saddle-point energy for migration of a defect to
an adjacent lattice site. The diffusivity of the defect is proportional
to expð−ΔEm=kBTÞ, where the migration energy barrier ΔEm is the
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Table 1
Migration energy barriers for native defect diffusion in
CdTe, calculated using LDA with 216-atom supercells and
6×6×6 k-points [8].

Process Barrier (eV)

ðTe–TeÞTe,〈110〉 migration along 〈110〉 0.16
ðTe–TeÞTe,〈110〉 rotation 90° 0.26
ðTe–TeÞTe,〈110〉 rotation 60° 0.47

V2−
Cd migration 1.09

V2þ
Te migration 1.23

Te0Cd migration 1.68

1 Attempt frequencies for the defect migration processes in CdTe are
∼1 THz [8].
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difference between the energy of the saddle-point and the ground
state. For each defect, the path of lowest ΔEm is determined.

Table 1 shows the calculated migration energy barriers for
diffusion of the relevant defects, as well as the barriers for rotation
of the Te split interstitial between different 〈110〉 directions (e.g.,
[110] to [110] is a 90° rotation, while [110] to [101] is 60°) [8].
The Te split interstitial is extremely mobile, with a very low barrier
to shuffle along its direction of orientation and nearly as low a
barrier to rotate to another 〈110〉 direction. The TeCd antisite has a
high barrier and is essentially immobile except at the highest
temperatures. VCd is in between. As a benchmark, at room
temperature, barriers up to ∼0:25 eV are highly mobile with RMS
diffusion of 1 μm taking less than 1 s; at 1000 K, barriers up to
1.0 eV are mobile. At room temperature, a 0.5 eV barrier is
moderately mobile, taking minutes to diffuse 1 μm, while > 1:0 eV
is immobile, taking > 1011 s; at 1000 K, a 1.6 eV barrier allows
diffusion over 1 μm in minutes and 2.0 eV takes several hours.1

To study the clustering processes, we calculate the binding
energy between defect pairs with [67]

ΔEbind ¼ΔEf ,complex−∑
i
ΔEf ,i, ð3Þ

where ΔEf ,complex is the formation energy of the complex (treated
as a single entity in a supercell) and ΔEf ,i are the formation



Fig. 5. (a) Binding energy for Tei with VCd in CdTe shows conversion to TeCd. (b) Binding energy for Tei with TeCd shows conversion to ðTe–TeÞCd. (c) Potential energy
landscape for binding of perpendicularly oriented ðTe–TeÞTe,〈110〉 . (d) Schematic mechanism for Te clustering in CdTe via native point binding. (From [8].)
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energies of the individual defects comprising the complex. Nega-
tive ΔEbind denotes binding. Fig. 5(a)–(c) shows several calculated
LDA binding energies as a function of separation between
defects [8]. The VCd–Tei complex binds by −0.25 eV, with a binding
attraction from almost 6 Å away; once bound, however, the
complex has a strong 1.6 eV driving force to combine and form a
TeCd [Fig. 5(a)]. Similarly, TeCd–Tei binds by −0.45 eV, with binding
attraction from up to 4.5 Å away; as Tei moves closer to TeCd, a
barrierless transformation to (Te–Te)Cd occurs with 1.2 eV energy
gain [Fig. 5(b)]. Pairs of Tei are also bound, but the binding
depends on the relative orientation between the split interstitials.
When perpendicular, Tei–Tei bind by −0.2 eV in the first nearest
neighbor (NN) position [Fig. 5(c)]. However, when brought
together end-on, the first NN position is repulsive by 0.3 eV, with
weak −0.05 eV binding in the second NN position; similarly, the
parallel configuration is repulsive by 0.04 eV in the first NN
position and weakly attractive (−0.03 eV) in the second NN
position (not shown).

Therefore, a mechanistic pathway emerges, as schematized in
Fig. 5(d): (i) the highly mobile Tei diffuse through the crystal to
the highly prevalent VCd and generate immobile TeCd (−1.6 eV);
(ii) then TeCd attract additional Tei, forming (Te–Te)Cd (−1.2 eV).
The latter defect is a highly Te-rich cluster of 5 Te atoms in a
triangular arrangement as shown in Fig. 5(d). In addition, weak
binding (∼0:2 eV) occurs between perpendicularly oriented Tei;
however these bound complexes may be short lived at elevated
temperatures due to the small binding energy. Further details are
in [8].
4. Defects and doping in TlBr

In TlBr, vacancies are the dominant native defect and are indeed
a dominant factor for many of its electronic properties [10,11,68].
Fig. 6 shows the calculated formation energies of the native
vacancies and antisites in TlBr as a function of Fermi level
[10,11]. The calculations were performed using 128- and 250-
atom supercells with the PBE functional and 54-atom supercells
with HSE06 for comparison. Several features are clear:
(i) vacancies are always the dominant native defect, (ii) the
formation energies of vacancies are very low, (iii) the vacancies
are always singly charged species (like the host atoms), (iv) the
formation energies of the two oppositely charged vacancies cross
near mid-gap, and (v) the formation energies of the vacancies
become negative for values of the Fermi level within the band gap
and not far from mid-gap. The implications are that the vacancies
provide charge compensation in the material and pin the Fermi
level near mid-gap (at the crossing point), maintaining high
resistivity by denying electronic doping. Charge neutrality in the
pure crystal is maintained by an equal concentration of Vþ

Br and V−
Tl.

In fact, the stable configuration is bound Schottky pairs of V−
Tl and

Vþ
Br. Attempts to shift the Fermi level toward, e.g., the valence band

by doping with holes (with an extrinsic acceptor) leads to an
exponential increase of the compensating Vþ

Br concentration and
thus resistance to Fermi level shift; similarly for doping with
electrons, with V−

Tl compensating. Thus, the Fermi level remains
pinned very close to the mid-gap position where the vacancy
formation energies cross. Theoretically, the maximum range of the
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Fig. 7. Minimum energy pathways for vacancy migration in TlBr calculated using
the climbing image nudged elastic-band method with DFT–PBE.
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Fermi level is bounded by the points where the vacancy formation
energies become negative, since at those points the concentration
of vacancies would equal the number of lattice sites (within the
dilute approximation used here); however, the auto-compensation
keeps the Fermi level in a much narrower range in practice.
Furthermore, since the formation energy of the vacancies is much
lower than the electronic excitation energy (≈Egap=2), extrinsic
dopants lead to the generation of charge-compensating vacancies
rather than free carriers. Thus, TlBr cannot have a significant free
carrier concentration and resists carrier doping, maintaining high
resistivity. Similarly, near-stoichiometry is always maintained,
except with extreme levels of an extrinsic dopant.

Since no native defects have charge transition levels within the
band gap, the pure material exhibits very long carrier lifetimes due
to the lack of carrier trapping centers. This property is maintained
as long as impurities that introduce mid-gap states are avoided.
The measured large μτ in high-quality TlBr is a result of the long
carrier lifetime. In fact, the material suffers from low carrier
mobilities, even when ultrapurified [69–71,19]. Theoretically, we
can expect the mobility at room temperature to be limited by
scattering from phonons since the Debye temperature is only
∼160 K. We estimated the phonon-limited electron and hole
mobilities as a function of temperature using a scattering model
and deformation potentials calculated with DFT [10]. For tempera-
tures above ∼200 K we get good agreement with measured
mobilities from highly purified material [72], confirming that the
low mobilities at room temperature (about 40 and 10 cm2/V s for
electrons and holes, respectively [70,72]) are phonon limited and
will not be increased with further purification. Consequently, for
detector material development, careful attention must be paid to
avoid the introduction of any trapping centers that will reduce
lifetimes, although scattering centers are not a concern for
degrading mobilities.

Another important implication of the high concentration of
vacancies in TlBr is the mediation of ionic transport. Diffusion of
Tl+ and Br− ions occurs via a vacancy hop mechanism, expressed
via

D¼ fs2νpipf ¼ fa20 ν0 exp
−ΔEm
kBT

� �� �
exp

−ΔEvacf

kBT

 !
þ ~nexcess

vac

" #
, ð4Þ

where D is the diffusivity, f is a geometrical correlation coefficient,
s is the hop distance, ν is the vacancy exchange rate, pi is the
probability of occupying an initial site, and pf is the probability of
finding a neighboring vacancy into which to hop [73]. For TlBr,
which has a CsCl structure, diffusion occurs along 〈100〉 directions
with simple cubic hopping, thus f¼0.655 and s¼ a0 ¼ 4:056 Å. The
vacancy exchange rate is thermally activated and expressed as
ν¼ ν0 expð−ΔEm=kBTÞ, where ΔEm is a migration energy barrier and
ν0 is an attempt frequency, or the frequency of vibration in the
direction of the vacancy. Since the concentration of vacancies is
much less than 1, pi≈1 and pf is given by the normalized vacancy
concentration, which is expressed as a sum of the normalized
equilibrium concentration given by the formation energy and a
normalized excess concentration of vacancies, ~nexcess

vac . This last term
accounts for the possibility of a non-equilibrium concentration of
vacancies. Both Tlþ and Br− diffuse via their respective vacancies as
described by Eq. (4). The drift mobility of each ion is given by
μj ¼ qDj=kBT , from which an ionic current as the sum of the
contributions of both ions is developed when an electric field is
applied across the crystal.

The parameters in Eq. (4) can be calculated with DFT, providing
a first-principles prediction of ionic current in the material as a
function of temperature and excess vacancy concentration. As
described above, charged impurities are compensated by produc-
tion of oppositely charged vacancies in TlBr, so a non-equilibrium
concentration of vacancies can be associated with either freeze-in
from cooling during melt growth or the presence of charged
impurities. The vacancy formation energy is calculated via Eq.
(1). To calculate ΔEm and ν0, we use the nudged elastic band (NEB)
method [47] with DFT. NEB samples the minimum energy pathway
(MEP) on the potential energy surface for migration of an ion
(exchange with a neighboring vacancy of the same type). The
saddle point connecting the starting and ending configurations is
the transition state of the MEP and provides the migration energy
barrier. Fig. 7 shows the MEPs for migration of V−

Tl and Vþ
Br

calculated using 128-atom supercells and PBE, from which
ΔEm,V

−
Tl ¼ 0:31 eV and ΔEm,V

þ
Br ¼ 0:10 eV are extracted. The ν0 term

is formally obtained from transition state theory via the Vineyard
equation [74], which equates ν0 to the ratio of the products of
stable vibrational modes in the ground state and transition state.
In the case of TlBr vacancy migration, where only the single
vibrational degree of freedom in the direction of motion dom-
inates, ν0 can be extracted from a harmonic approximation of the
bottom of the MEP. This procedure yields ν0,VTl

¼ 0:43 THz and
ν0,VBr ¼ 0:38 THz [11], close to the short-wavelength frequency of
the transverse acoustic phonon in the X direction. The excess
vacancy concentration ~nexcess

vac in Eq. (4) is treated as a free
parameter.

We see that Vþ
Br are much more mobile than V−

Tl. Using the
calculated parameters, the intrinsic mobilities of Br− and Tl+ at
room temperature are, respectively, in the order of 10−12 and
10−15 cm2/V s. These values correspond to a room-temperature
ionic conductivity of 3� 10−9 Ω−1 cm−1 or a current density of
3 μA=cm2 with 1000 V/cm applied electric field. For illustration,
we compute the time for Br− to drift 1 mm in an electric field of
1000 V/cm (typical for detectors) at room temperature with
different VBr concentrations: for the equilibrium concentration, it
would take 270 years; for 1017 cm−3 excess VBr, ∼1 year; for
> 1018 cm−3 excess, days. These estimates are lower bounds, since
the calculated ΔEm are slightly underestimated. At room tempera-
ture, at least 1015–1017 cm−3 excess vacancies are required to affect
the ionic mobility [11]. In real crystals, additional sources and sinks
for vacancies, such as dislocations, may need to be considered;
high quality crystals usually have a low dislocation density, but
mechanical deformation of this soft material can generate
dislocations.

With high concentrations of highly mobile vacancies being
associated with background ionic current and possibly the polar-
ization phenomenon in TlBr, we want to assess whether doping
could be used to trap vacancies and reduce their mobility. This
would also reduce the required purity of the material, since the
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presence of charged impurities is associated with excess vacancies.
The concept of doping to trap mobile vacancies relies on the ability
to form stable neutral complexes, since q¼0 defects have no
mobility and do not contribute to drift current. A neutral
dopant–vacancy complex would need to be bound sufficiently
strongly to resist separation into two charged defects under the
action of an electric field. Furthermore, the trapping must be
accomplished without impacting the favorable electronic proper-
ties of TlBr that make it a good room-temperature detector,
namely the very long carrier lifetime; therefore, deep levels must
not be introduced by the doping.

We screened several possible dopants, including Sn, Pb, S, Se,
and Te [10]. The binding energies of dopant–vacancy complexes
are calculated from Eq. (3). We find that Pb, which substitutes Tl as
Pbþ

Tl, binds strongly to V−
Tl; S, Se, and Te, which substitute Br as X−

Br,
each bind to Vþ

Br. All of these complexes have binding energies of
−0:4 to −0:5 eV, which are compared to −0.36 eV for the Schottky
pair. In addition, all four of these complexes are neutral and none,
except for Te, introduce any detrimental deep levels. However,
doping the system with any one of these will not reduce the ionic
conductivity because the unbalanced neutralization of one
vacancy over the other will drive the generation of additional
vacancies to maintain charge neutrality, which actually enhances
the conductivity. This problem can be solved by co-doping with
equal concentrations of acceptor and donor dopants, such as Pb +
S or Pb + Se. Our calculations show that the stable configuration of
these two co-doped systems is a compact four-center complex
consisting of the donor (Pb), acceptor (S or Se), and both vacancies
(VTl and VBr) arranged in a square-like configuration (see Fig. 8),
with binding energies of −1.43 and −1.29 eV for the S and Se
complexes, respectively [10]. A concentration of dopants compar-
able to the vacancy concentration is required to appreciably reduce
the ionic conductivity, which implies a reasonable doping range of
∼1014−1018 cm−3, depending on how close the material is to
intrinsic. Since these complexes are relatively large objects, we
calculate their carrier scattering strengths to ensure that carrier
mobility is not affected. We find that the M2 from Eq. (2) is less
than 3× that of the native Schottky pair, which is not large enough
to affect carrier mobility, since it is dominated by phonon scatter-
ing that is more than an order of magnitude higher.
5. Summary

We have presented several examples of the application of first-
principles theoretical methods to understand fundamental defect
Fig. 8. Atomic structure of co-dopants–vacancies complex in TlBr. White spheres
are Tl, green spheres are Br, and the defect sites are labeled (D¼donor,
A¼acceptor). (From [10].) (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this article.)
properties relevant to the fabrication of high-performance room-
temperature radiation detectors. The examples focused on two
leading materials for this application, namely Cd(Zn)Te and TlBr.

Analysis of the native defects in Cd(Zn)Te revealed a dominant
role of VCd, as well as the importance of the VCd–TeCd native deep
acceptor complex. Isolated VCd was shown to be only a shallow
acceptor. The thermodynamically favorable structure of the Te
interstitial was shown to be the ðTe–TeÞTe,〈110〉 split interstitial,
which is extremely mobile throughout the crystal. The split
interstitial can easily shuffle along its oriented 〈110〉 direction as
well as rotate to other orientations. Diffusion of the Tei was shown
to lead to Te clustering through a multi-step mechanism involving
binding to VCd, formation of TeCd, binding to TeCd, and formation of
ðTe–TeÞCd. VCd is much less mobile than Tei, and TeCd is immobile.
Furthermore, the effects of Zn alloying in CdZnTe were shown to
be weak for modifying the thermodynamic and electronic proper-
ties of point defects, confirming that CdTe is a good computational
model for CZT. The main effects of Zn alloying are to increase the
band gap and reduce the low-temperature carrier mobility, but
above ∼150 K, the carrier mobility in CZT is dominated by phonon
scattering.

Analysis of the native defects in TlBr revealed a special role of
charged vacancies, which serve to self-compensate the material
and maintain high resistivity and near-stoichiometry. The lack of
native deep traps gives TlBr extremely long carrier lifetimes,
enabling the material to be used for high energy-resolution
detectors even with low intrinsic carrier mobilities. However, the
large concentration of charged vacancies, which mediate ionic
transport in the crystal, lead to background ionic noise currents in
detectors. These background ionic currents may be time depen-
dent and contribute to detector degradation over time. A co-
doping scheme was presented to trap vacancies and reduce the
ionic conductivity in TlBr, reducing the sensitivity of the electronic
properties to impurities. The co-doping, which relies on strong
binding between the dopants and both vacancies, allows indepen-
dent control over the electronic and ionic conductivities in the
material.
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