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While the electrical and optical properties of most crystalline materials are determined by the point defects,

the association of these defects into complexes may further alter material properties, introducing new

important phenomena. The properties of isolated point defects in CdTe have attracted significant

research efforts, yet understanding of the complex defects in this material remains insufficient. This

paper investigates the thermodynamic aspects of defect association in chlorinated copper-doped CdTe

absorbers from first principles, using a supercell approach with the range-separated hybrid exchange–

correlation functional. Based on the complex association energies calculated for 76 defect reactions, we

propose the most favorable pair complexes formed in Cl- and Cu-doped CdTe absorbers. Most of the

complexes studied in this work appear to be harmful for p-doping and may be responsible for the

performance instabilities observed in CdTe devices. We also discuss a plausible passivation mechanism

that mitigates TeCd recombination centers during Cl treatment and consider the formation of larger

defect clusters and segregation of the point defects on extended defects.

1. Introduction
The efficiency of CdTe-based solar cells depends to a large
degree on the electric properties of the CdTe absorber layer,
which, in turn, heavily depend on the amount and properties of
the electrically active centres (crystalline defects) in it. The
record efficiency of CdTe-based thin-lm solar cells has recently
reached 22.1%.1 This impressive result, however, is still far from
the theoretical maximum (!30%), leaving appreciable room for
improvements. In particular, the formation of a stronger p-type
absorber doping and the mitigation of absorber recombination
centres to achieve longer carrier lifetime could further improve
the open-circuit voltage.2 As an additional and important
requirement, the concentration and distribution of crystalline
defects in the absorber should remain constant under eld
stress conditions to ensure stable device performance.

The typical fabrication process of a CdTe PV device includes
a high-temperature annealing step at 400–450 "C in the pres-
ence of chlorine and a p-type doping formation step at 200–
300 "C to introduce and activate Cu acceptors. Chlorine and
copper introduced to CdTe at concentrations3–6 of 1017 to 1019

cm#3 form point defects that strongly affect the electrical
performance of the absorber. Recently, the properties of Cu-
and Cl-related point defects in CdTe absorber became a subject
of intensive research.7–12 At the same time, the defect complexes
consisting of more than one point defect have attracted much
less attention, and their role in the formation of doping and

recombination centres remains unclear. In this work, we
analyse the interactions of major point defects causing the
formation of defect complexes and discuss the impact of
resulting complexes on the doping, recombination properties,
and stability of CdTe absorbers.

We base our work on the series of preceding studies9–25 that
systematically analysed the structure and electric properties of
intrinsic and Cu- and Cl-related point defects in CdTe. The
electric character of the point defects derived using the rst-
principles calculations is in agreement with the experimental
data (Grill et al.18,19) and can be summarized as follows. The
cadmium vacancy VCd is a non-shallow double acceptor. The
cadmium antisite CdTe, the tellurium vacancy VTe and the
interstitial cadmium Cdi are shallow double donors. The inter-
stitial tellurium Tei and tellurium antisite TeCd are deep double
donors. The substitutional copper CuCd is a non-shallow
acceptor, while the interstitial copper Cui and the chlorine on
tellurium site ClTe are shallow donors. The interstitial chlorine
Cli may act as a donor or an acceptor depending on its position
in the CdTe lattice.10,21 Although no study on the recombination
activity of Cl- and Cu-related defects in CdTe is reported to date,
certain attempts were made to theoretically analyse the recom-
bination properties of intrinsic defects. According to the anal-
ysis of multiphonon carrier capture rates, TeCd is themost active
recombination centre among the intrinsic defects in CdTe.24,25

Compared to the point defects, there have only been scat-
tered efforts to investigate the complex defects in
CdTe.10,11,17,20,26 Below, we summarize the major ndings of
these studies. (Cui–CuCd) is a deep donor complex that can
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level at 0.1–0.22 eV from the valence band maximum (VBM).
(VCd–TeCd) is a deep double acceptor complex with (0/#2)
ionization level located at !1.0 eV from VBM, and (Tei–TeCd)
complex has a binding energy of #1.2 eV, while the (Tei–Tei)
complex is weakly bound. The cadmium vacancy VCd does not
form complexes with other cation and anion vacancies.

Multiple studies have investigated the impact caused by
complex defects on the macroscopic properties in different
materials. Examples include doping compensation by the asso-
ciation of dopants with intrinsic defects (see e.g. ref. 27 and 28)
and aging of ferroelectrics due to the reorientation of dipoles
formed by complex defects.29 Other examples include the
appearance of yellow luminescence inGaN,30 the high rate of non-
radiative recombination in InGaN alloys,31 and light-induced
metastabilities in Cu(In, Ga)Se2 solar cells.32–34 Passivation of
impurities in Si by hydrogen35 and retention of the hydrogen in
metals35,36 provide another set of examples. Together with
a general assumption of the detrimental role of complexes in
semiconductor devices,37 this list emphasizes the need to improve
the understanding of defect complexes in CdTe absorbers and
their effect on the electronic properties and stability.

The instability of electronic properties of CdTe-based PV
devices is another long-standing issue38 that has attracted
considerable research interest.39–47 Several studies have attrib-
uted metastabilities to Cu redistribution in the device.8,48–50 At
the same time, Gretener et al.42 reported the instabilities in
CdTe solar cells observed even without noticeable Cu redistri-
bution. Guillemoles et al. proposed so-called short-range effects
not involving the long-range diffusion of species to explain
metastabilities observed in CIGS PV cells.51 Such effects include
relatively fast transition of a defect or a complex into the
metastable state and defect reactions. To our knowledge, the
role of short-range effects in CdTe solar cells is still unclear.

Section 2 of this work lists the assumptions and provides
details on themethods used in this study. In Section 3, we report
the energies of pair interactions between themajor point defects
in Cl- and Cu-treated CdTe absorbers obtained from the calcu-
lated enthalpies of defect reaction and ionization levels of
defects and complexes. In sub-section 4.1, we derive a quantita-
tive association criterion used to evaluate the association prob-
ability of the defects during Cl and Cu treatments and determine
themost favourable pair complexes. In the following sub-section
4.2, we discuss the impact of defect association on p-type doping
in the CdTe absorber. Sub-section 4.3 discusses the possibility of
passivation of the TeCd recombination centre by Cl, and sub-
section 4.4 discusses the potential mechanisms of instabilities
induced by pair complexes in Cl- and Cu-treated CdTe
absorbers. Finally, in sub-section 4.5, we discuss the processes
that may potentially limit the applicability of the model of pair
complex formation, i.e. the association of point defects into
larger defect clusters and the segregation on extended defects.

2. Methodology
2.1 Assumptions

2.1.1 Primary defects. We consider four intrinsic point
defects (Cdi, VCd, Tei, TeCd) and four point defects formed by

chlorine and copper (Cli, ClTe, Cui, CuCd). Since the formation of
CdTe and VTe requires a long equilibration in a Te-poor envi-
ronment not found in standard processing, we exclude these
defects from consideration. Even if formed in some amount,
they convert into ClTe defects in the chlorinated CdTe, accord-
ing to the calculated formation energies.10,14 As we consider the
species in the different charge states, we deal with 12 different
point defects: Cdi2+, VCd

2#, Te0i , Tei2+, Te0Cd, TeCd2+, Cli+, Cli#,
ClTe+, Cui+, Cu0Cd, and CuCd# participating in 78 reactions,
including the reaction with the same kind of defect.

2.1.2 Excluded reactions. We do not consider reactions
between VCd and CuCd. These species do not coexist, because
Cui and Cdi ll all the residual VCd, while the Cu annealing
temperature is too low to form new cadmium vacancies or
diffuse existing vacancies from the interfaces. This leaves 76
reactions in total.

2.1.3 Defect chemistry. Any defect reaction consists of
forward and backward reactions described by rate constants
linked through the equilibrium constant. The equilibrium
constant dened by the reaction energy and temperature
determines the direction of a reaction and the equilibrium
concentrations of reactants and products. In this work, we
primarily analyse the equilibrium constants of defect
reactions.

2.1.4 Bimolecular defect reactions. We only consider bi-
molecular reactions where two well-separated, non-interacting
point defects merge into a product (single point defect or
complex). In the following discussion, the reactions that
proceed from the le to the right are called “forward”, and the
reactions from the right to the le are called “backward”. This
description covers three types of possible defect reactions:

$ The association/dissociation of a complex,

Defect1 þ defect2 ) *
DE

complex defect (1)

$ The exchange reactions facilitated by kick-out,

Ai þ BA ) *
DE

Bi (2)

In the forward exchange reaction, a self-interstitial defect Ai

kicks out a substitutional defect BA formed by an element B on
the lattice site belonging to an element A in a regular lattice.
This exchange reaction forms a regular lattice site AA and an
interstitial defect Bi. In the backward reaction, Bi replaces A on
its regular site, forming BA and a mobile interstitial Ai that
diffuses away from the reaction site.

$ The formation/recombination of a vacancy and an inter-
stitial defect,

Bi þ VA ) *
DE

BA (3)

In the recombination reaction (forward direction), an inter-
stitial defect comes close to a vacancy and falls into it, which is
usually energetically favourable. The backward reaction is the
jump-out of an atom from a substitution lattice site into an
interstitial site and the separation of thus-formed interstitial
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defect and a vacancy. If a regular lattice atom jumps out, then
a Frenkel pair forms in such a backward reaction.

2.1.5 Theoretical energy of reaction. We estimate the
energy change in the above-mentioned reactions as a difference
between formation enthalpies of products and reactants ob-
tained from rst-principles calculations using large supercells
and the range-separated hybrid functional.

2.2 Reaction energies and ionization levels

We can express all three types of reactions discussed in Section
2.1 in a more general form,

R1 þR2 ) *
DH

P; (4)

where R1 and R2 are reactants, and P is a product that could be
a complex, an interstitial, a substitutional defect or a regular
lattice site for the reactions described by eqn (1)–(3), respec-
tively. The enthalpy change in the forward reaction is

DH ¼ Hf(P) # Hf(R1) # Hf(R2). (5)

In eqn (5), Hf(S) represents the formation enthalpy of a cor-
responding species. Since all the considered reactions conserve
both the mass and the charge, the nal expression for the
reaction enthalpy does not contain the enthalpies of species in
their reference states. In the supercell approximation, the
reaction enthalpy reads as follows:

DH ¼ E(P) + E(Bulk) # E(R1) # E(R2)

+ (q1 + q2)DV(P) # q1DV(R1) # q2DV(R2) (6)

The total energy of the ideal defect-free supercell is given by
E(Bulk), while E(S) is the total energy of a supercell containing
a corresponding species that carries a charge q. Here, we count
the valence band minimum (VBM) correction DV based on the
average potential far from a defect.52 To calculate the total
energies, we need to know the most favourable atomic structure
of defects and complexes in each charge state. While we obtain
such structures for point defects from previous works, we still
need to calculate them for the complex defects. To do this, we
build different atomic congurations of a complex by placing
two point defects on the possible adjacent lattice sites known
from the studies of point defects, and then we optimize these
congurations under GGA-PBE approximation by minimizing
the energy down to 0.02 eV Å#1. Aer optimization, we calculate
the total energies of relaxed structures using HSE06 hybrid
functional and choose the structures with the lowest energies.
In all calculations, we use the large 216-atom cubic GGA-PBE-
optimized CdTe supercells with the size of 19.83 Å. Although
this supercell size does not fully resemble the physical problem
with the well-separated point defects, it provides enough space
to recover the macroscopic bulk behaviour for electrostatic
screening and elasticity between the defects or complexes in the
neighbouring images and to minimize the overlap of defect
wave functions.

To calculate thermodynamic ionization levels of the complex
defects, we use the formula:

3th
!
q
"
q
0# ¼

Eq

!
Qq

#
# Eq

0

$
Qq

0

%

q0 # q
# 3BulkVBM þ qDV # q

0DV 0

q0 # q
; (7)

where q and q0 are the charges carried by a complex in corre-
sponding charge states, Eq(Qq) is the total energy of a supercell
with charge q in the most stable atomic conguration Qq for this
charge state, 3BulkVBM is the VBM energy of bulk CdTe, and DV is the
VBM correction for a defective supercell in the corresponding
charge state.

In some cases, the charge of the product in its most
favourable state differs from the sum of the charges carried by
the reactants, meaning that the product traps or releases a free
carrier aer its formation. We obtain the total energy of such an
“extended” reaction as a sum of the reaction enthalpy (eqn (6))
and the energy of carrier transition from the corresponding
reservoir into the unoccupied defect levels. For example, the
energy required to move an electron described by the Fermi
level mF from the reservoir into an unoccupied defect level is
3th(q/q0)# mF.53 Therefore, the overall energy of the reaction with
the change of the charge state is

DE ¼ DH + (q1 +q2 # qP)$(3th((q1 + q2)/qP) # mF). (8)

In eqn (8), 3th((q1 + q2)/qP) represents the ionization level of
a product species determined using eqn (7), and qP is the most
favourable charge state of a product for a given Fermi level.

2.3 Computational tools

We perform all calculations using the ab initio total-energy and
molecular-dynamics package VASP (Vienna ab initio simulation
package) developed at the Institut für Materialphysik of the
Universität Wien54 and integrated into the MedeA® soware
environment.55 In all calculations, we use plane wave basis set
with 300 eV energy cut-off together with the projector
augmented wave (PAW) potentials,56,57 describing the interac-
tions of valence electrons with core states. We use the general-
ized gradient approximation (GGA) to the density functional
theory parametrized by Perdew–Burke–Ernzerhof (PBE) to
optimize the structures.58 For the total energy calculations, we
use HSE06 (ref. 59) range-separated exchange–correlation
hybrid functional with default parameters. Most of the calcu-
lations are performed using computational resources of the
Ohio Supercomputer Centre (Columbus, Ohio, USA).

3. Results
To calculate the enthalpies of the reactions, we identify the
most stable products considering different reaction pathways.
By comparing results, we nd that the interstitial–vacancy
complexes, e.g. (Cui–VCd)#, are not stable and tend to convert
into substitution defects. Similarly, the complex of self-
interstitial with substitution defect is not stable and converts
into an interstitial defect by kick-out reaction. For example, the
reaction Cdi2+ + CuCd# tends to produce interstitial copper Cui+

rather than the (Cdi–CuCd)+ complex. Of 76 total reactions, there
are 66 reactions of complex formation, with only three exchange
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reactions and six reactions of vacancy–interstitial
recombination.

Table 1 summarizes the enthalpies of reactions resulting in
the most energetically favourable products. All the exchange
reactions and majority of the vacancy–interstitial recombina-
tion and complex formation reactions have negative reaction
enthalpy. Despite the common perception that only donor–
acceptor association is possible, we nd that some of the
donor–donor association reactions have negative binding
enthalpies (e.g. Cli+ with Cli+, Cli+ with TeCd2+ etc.).

We further use the calculated association enthalpies to
derive the energies of association reactions with the change of
charge state using eqn (8). By comparing different possible
association reactions for each point defect, we have chosen nine
most favourable complexes with the lowest association energies
in the whole range of Fermi levels.

Fig. 1 presents the most favourable atomic structures of
these primary complexes. We nd that for some complexes,
such as (Cui–CuCd)+ and (Cli–Cli)2#, the atomic structure
resembles the structure of constituting defects placed nearby,
while for the other complexes, it is not the case. We also nd
that different complexes behave differently upon the change of
the charge state. For most of the complexes, we do not observe
any signicant change of the atomic structure aer recharge
except some variation of bond lengths. For three complexes,
namely, (Cli–Cli), (Cli–CuCd), and (Tei–CuCd), we nd different

local energy minima for different charge states and strong
lattice relaxation (change of the atomic conguration) resulting
from the change of the charge state. This may cause additional
effects, as we will discuss further.

Fig. 2 summarises the ionization levels of all the primary
complexes. All these levels are either of the donor character or of
the deep acceptor character. Therefore, we conclude that in p-
type CdTe, all complexes behave as donors or neutral defects.

The energies of the association reactions for the primary
complexes are plotted in Fig. 3. These energies are grouped into
three types, according to defects: the association of Cli, the
association of Tei, and the association of the residual CuCd
remaining aer association with Cli or Tei. Most of the primary
complexes have Fermi level-dependent association energies in
a certain range of Fermi levels, which indicate the association
with the change of the charge state.

4. Discussion
4.1 The association criterion

Given the defect formation energy Ef as well as the concentra-
tion of available lattice sites Nsites and the number of possible
congurations Ncong for an arbitrary defect species, its equi-
librium concentration could be calculated using Boltzmann
approximation for diluted concentrations as60

Table 1 The calculated enthalpies of the reactions between all point defects under consideration. Integer numbers depict the type of each
reaction: 1 – complex formation, 2 – exchange reaction facilitated by kick out, 3 – vacancy–interstitial pair annihilation

Cli# Cli+ ClTe+ Te0i Tei2+ Te0Cd TeCd2+ Cui+ Cu0Cd CuCd# Cdi2+ VCd
2#

Cli# #0.04 1
Cli+ #0.82 1 #0.72 1
ClTe+ #1.02 1 +0.37 1 +0.02 1
Te0i #0.58 1 +1.07 1 #0.65 2 +0.44 1
Tei2+ +0.49 1 #0.46 1 +0.32 1 #1.42 1 #0.85 1
Te0Cd #0.24 1 #1.46 1 #0.44 1 #1.45 1 #1.49 1 0.54 1
TeCd2+ #1.88 1 #0.88 1 +0.16 1 #1.23 1 #0.68 1 #0.79 1 #0.03 1
Cui+ #0.04 1 #0.33 1 +0.01 1 #0.47 1 #0.11 1 #0.57 1 +0.05 1 +0.16 1
Cu0Cd #0.58 1 #0.48 1 #0.41 1 #0.65 1 #1.09 1 #0.72 1 #0.68 1 #0.40 1 #0.23 1
CuCd# +0.62 1 #0.65 1 #0.52 1 #0.20 1 #1.31 1 #0.04 1 #0.74 1 #0.37 1 #0.22 1 #0.07 1
Cdi2+ +1.08 1 #0.14 1 +0.04 1 #0.54 1 +0.12 1 #0.48 2 +0.58 1 +0.02 1 #0.33 1 #1.00 2 +0.02 1
VCd

2# +0.56 3 #0.63 3 #0.74 1 #0.26 3 #2.12 3 0.33 1 #0.47 1 #1.50 3 N/A N/A #2.60 3 +0.55 1

Fig. 1 Atomic structure of the most favourable complex defects in chlorinated Cu-doped CdTe absorbers.
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c ¼ NsitesNconfig exp

&
#Ef

kT

'
: (9)

Let us dene the density of its available microstates as Nstates

¼ NsitesNcong. Then, assuming approximately equal concen-
trations of available microstates Nstates for the reactants and the
product, we can use the law of mass action to estimate equi-
librium concentration of a complex product as

CAB ¼ CACB

Nstates

exp

&
#DE

kT

'
: (10)

In eqn (10), CA and CB are the concentrations of isolated
point defects A and B, respectively, CAB is the concentration of
complex defect AB, and the association energy DE is obtained
from Fig. 3. Note that such formulation is applicable to
a general case of association accompanied by the change of
charge state. If the energy DE depends on the Fermi level and
changes during the association, then nding the equilibrium
concentration CAB would require a self-consistent solution to
the defect chemistry problem.

To assess the probability of defect association at different
stages of solar cell preparation, we introduce a qualitative
criterion of association degree. Let us select A and B such that
CB[CA, where CA and CB could be either equilibrium or
kinetically constrained concentrations of defects. Then, we can
dene the association degree as a concentration ratio between
the complex and the minority defect CAB/CA.

In the case of high association degree when CAB $ CA, the
association energy should satisfy the condition

DE# # kT log

&
Nstates

CB

'
: (11)

Note that in the approximation of diluted concentrations
when CB'Nstates, condition (11) requires negative DE. We
introduce the critical association energy DEcrit ¼ kT log(Nstates/
CB) so that

|DE| # DEcrit. (12)

When the absolute value of the association energy exceeds
DEcrit, more than half of the minority defects are associated into
complexes. In the estimates shown in Fig. 4, we use Nstates

equals the density of lattice sites in CdTe.
From Fig. 4, we see that as the temperature decreases, the

association degree increases for a given value of DEcrit. A
practical take-away from this observation is that interstitial
defects not bound in complexes during high-temperature
processing would tend to form complexes on cool-down. The
calculated diffusivities11,12,17,61,62 of Cui

+, Cdi
2+, Tei2+ and Cli+

interstitial defects in CdTe are in the range of 10#14 to 7 (
10#10 cm2 s#1 at room temperature, which is sufficient to pass
the mean distance between defects with concentrations of 1016

to 1017 cm#3 within minutes or faster. Therefore, during or
aer cooling down to room temperature, most of the
remaining interstitial defects in p-type CdTe will tend to react
with other defects. Depending on the conditions and param-
eters of the reactions, this will lead to formation of complexes,
kicking out foreign atoms from their native lattice sites (e.g.

Fig. 2 The ionization levels of the most favourable complexes with
respect to VBM. The double lines indicate the amphoteric (donor–
acceptor) levels. The complexes with strong atomic configuration
changes are marked in bold, and the dashed rectangles indicate the
corresponding ionization levels.

Fig. 3 The association energies of the most favourable complexes in
the intrinsic and p-type CdTe. The horizontal lines indicate defect
association without the change of charge state; the inclined lines
indicate association with the change of charge state.

Fig. 4 Dependence of DEcrit on the temperature and the concentra-
tion of majority defect CB calculated for Nstates ¼ 1.48 ( 1022 cm#3.
Solid lines of different thicknesses show DEcrit for four different CB

concentrations.
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Tei will knock out ClTe; Cdi will kick out CuCd; etc.) or to
recombination with the vacancies.

Fig. 4 also shows that, at a xed temperature, the association
degree increases at higher concentrations of a majority defect
CB. Given as an example, for T ¼ 400 "C and DE ¼ #0.7 eV, the
association degree would be very low (<11%) in the case of CB ¼
1016 cm#3, while becoming very signicant (>92%) in the case of
CB ¼ 1019 cm#3.

4.2 The doping

In this section, we discuss the impact of complexes on p-type
doping in CdTe absorbers. Aer a general discussion of the
impact of defect association on the doping level, we consider
specic cases linked to Cl treatment and Cu doping stages. In
the following discussion, we assume that free charge carriers
are in thermal equilibrium and, therefore, omit the possible
effects of photo-generated carriers on the defect formation
energies discussed by Alberi and Scarpulla.63

As the doping depends on the balance between the charged
acceptors and donors, our goal is to reveal how the formation of
complexes may affect this balance. Here, we consider two cases
when the complex formation occurs with and without change in
the charge state.

4.2.1 The association without the change of the charge
state. In a closed system, association of the compensating
defect into a complex with charge conservation does not inu-
ence the net doping. However, if there is an external reservoir
that can re-supply compensating defect species to the system,
association of such a defect into a complex will lead to doping
reduction. This consumption–relling process effectively
increases the solubility of compensating point defects. One may
consider this as a local reduction of the formation energy of
a compensating defect at the site of a complex defect. Because
of the increased solubility, the system may either come to the
donor–acceptor compensation regime or, being already in this
regime, further reduce the uncompensated charged dopant
density, which eventually results in the lower doping aer cool-
down.64 A well-known example of such association is the asso-
ciation of dopants with intrinsic defects.27 As discussed earlier,
the association degree increases on the cool-down; however, the
doping does not change if point defects do not form.

4.2.2 The association with the change of the charge state.
This association directly changes the concentration of free
carriers because the complex captures or releases free carriers
upon association. All the inclined lines in Fig. 3 denote the
association with the change of charge state; however, such
association may inuence the doping in different ways. If the
association energy decreases with the reduction of Fermi level,
as for example happens to the (Cli–CuCd) complex (Fig. 3), it
means that the complex becomes more stable by trapping holes
from VBM. Therefore, the formation of such complex in
signicant quantities may reduce the net p-type doping
concentration and vice versa. The complexes that have higher
association energy at low Fermi level, such as (Cli–ClTe), inu-
ence the doping in the opposite way—the association is bene-
cial for p-type doping, while the dissociation is detrimental.

Since the association energy is determined by the Fermi level
and, therefore, changes during the association, the association–
compensation process becomes self-balancing.

Now that we have summarized two distinct effects of defect
association on doping, we analyse the doping formation during
Cl- and Cu-treatment stages.

4.2.3 The doping in CdTe during the Cl-treatment stage. At
this stage, the chlorine penetrates into CdTe lm and mostly
segregates at grain boundaries, while only a small percentage
(!5 ( 1016 to 4 ( 1017 cm#3) penetrates the grain interior.6,65

Inside the grain, chlorine may form not only Cli interstitial
defects, but also ClTe and Tei defects by kicking out Te atoms
from their lattice sites. Both the interstitial Cli and Tei would
bind to neutral Te0Cd antisite defects formed during the non-
equilibrium initial CdTe deposition stage. Created (Cli–TeCd)
and (Tei–TeCd) complexes are the most stable ones in CdTe
before the introduction of Cu doping, which implies that all
available TeCd defects will be associated into complexes. In fact,
Te0Cd will be mostly bound to Cli because it is more energetically
efficient than producing a Tei defect. Since this association
occurs without change of the charge state, it does not inuence
the doping.

Cl treatment usually happens in undoped CdTe absorbers
before Cu introduction, so a signicant percentage of intersti-
tial Cli defects exists in the acceptor state. Negatively charged Cl
interstitials, Cli#, associate readily with the ClTe+ or Cli+ donors,
forming neutral (Cli–ClTe) and (Cli–Cli) complexes with no
change in doping concentration. Therefore, the amphoteric
nature of the chlorine interstitials10,21 and the formation of
neutral Cl complexes explain why chlorine treatment does not
introduce any doping to the CdTe absorber. During the cool-
down aer the Cl treatment stage, all the available Cli defects
will be bound into the (Cli–ClTe), (Cli–TeCd) or (Cli–Cli)
complexes.

4.2.4 The doping in CdTe during the Cu-doping stage.
During the copper doping stage, Cu penetrates into CdTe and
forms the CuCd# defects, producing p-type doping. Strong
compensation of Cu doping observed in most cases happens
due to a variety of donor defects that include the remaining Cui+

reactants and the Cdi2+ products as well as defect complexes.
Let us consider the complexes that can form at this stage.

The complex with the lowest association energy in Fig. 3 is (Tei–
CuCd). However, its formation depends on the availability of Tei,
the production of which would cost an additional 0.67 eV (Table
1). At the same time, a sufficient supply of Cli exists due to
dissociation of (Cli–Cli) and (Cli–ClTe), which are less stable than
(Cli–CuCd). This means it is more energetically favourable to
form (Cli–CuCd) instead of kicking out Tei and forming (Tei–
CuCd). Upon its formation in p-type CdTe, (Cli–CuCd) traps two
holes, becoming (Cli–CuCd)2+ and resulting in the most stable
Cu complex in CdTe. Due to its double-donor character, this
complex causes a strong compensating effect, leading to the
observed reduction of Cu doping efficiency in chlorinated
CdTe.66

As discussed earlier, we do not expect (Tei–CuCd) to exist in
signicant amounts; yet it is another donor affecting the effi-
ciency of Cu doping.
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The CuCd# acceptors remaining aer the association with Cli
can be further associated with Cui or ClTe; the latter requires
kicking out the neighbouring Te atoms by Cl during the Cu
doping stage. However, taking into account the typical
concentrations of Cu and Cl and the critical association ener-
gies from Fig. 4, we conclude that the association will be very
weak for these defects during the high-temperature Cu doping
stage. However, aer the cool-down, most of the available Cui+

will be associated with the remaining CuCd# acceptors, forming
the neutral (Cui–CuCd) complex. Since such association does not
cause additional trapping or release of free carriers, it does not
inuence the doping.

To visualize the predicted evolution of the defects and
complexes during the Cl treatment and the Cu doping stages,
we propose a ow chart shown in Fig. 5. Although not intended
to quantify the concentrations of species at any particular
conditions, it qualitatively shows the ows of Cl and Cu and
their possible redistribution between the defects and
complexes.

4.3 The recombination

The non-radiative recombination of the free carriers in CdTe
absorbers is one of the most important factors limiting the
resulting device performance. In this section, we discuss how
the association of defects into complexes may inuence non-
radiative recombination of the charge carriers in CdTe
absorbers and form non-uniform condition-dependent recom-
bination proles.

The recombination activity of a defect depends on the carrier
capture rates: if capture rates are high for both electrons and
holes, the recombination rate is high. Since the capture rates
are determined by the electron–phonon coupling,67–69 recom-
bination activity of a defect could change as its electronic and
phonon states change upon the association. Thus, the associ-
ation and the dissociation of complexes may inuence the
overall carrier recombination rate.

Recent research has provided sufficient theoretical proof for
the high recombination activity of the isolated TeCd defects.24,25

However, aer the Cl treatment stage known to improve the

carrier lifetime in CdTe absorbers,70–72 no isolated TeCd defects
remain, because of the association with Cli# defects (Fig. 3).
Since this association changes the energies of ionization and
the atomic structure of TeCd, the recombination activity of TeCd
changes upon the association as well. A thorough theoretical
analysis of the carrier capture rates of (Cli–TeCd) and (Tei–TeCd)
complexes can further clarify the role of Cl in experimentally
observed lifetime improvement.

According to our calculations, some pair complexes experi-
ence strong congurational changes upon the change of the
charge state. It may be the case that high recombination activity
is inherent only to some particular atomic congurations of
a complex. Stability of different congurations depends on the
concentrations of free charge carriers32 and, therefore, may
change aer changes in the external conditions (electrical bias,
illumination, temperature). In addition, this means that the
stability of different congurations may be spatially varied
because of the non-uniform distribution of free carriers within
the absorber. Therefore, it is reasonable to expect not only
a non-uniform but also unstable (condition-dependent) distri-
bution of the recombination centres within the CdTe absorber.
Again, a thorough theoretical analysis of different congura-
tions of complexes found on the right-hand-side of Fig. 5 is
required to understand the challenges related to free carrier
recombination in CdTe PV devices.

4.4 The instabilities

We dene instability as a performance change on the observ-
able time-scale aer changing the ambient conditions. We also
dene “fast transients” as changes observable on timescales of
up to 1 hour and “slow transients” as changes observable on
a multihour-timescale.44,45 In the following, we discuss the
possible relation of defect association to these two types of
performance transients.

Based on the available publications regarding performance
transients, properties of the complexes, and instability mecha-
nisms, we propose the following three mechanisms of insta-
bility caused by the defect association in CdTe:

$ Change of atomic conguration.
$ Dissociation/association of point defects.
$ Diffusion mechanisms caused by the defect association.
The rst mechanism belongs to a class of short-range

instabilities51 not involving the long-range diffusion of any
defects. The second mechanism is also of a short-range char-
acter, but may be involved in more complex instability mecha-
nisms along with the long-range transfer of point defects. The
third mechanism is a purely long-range effect.51

4.4.1 The slow change of the atomic conguration. The
slow change of the atomic conguration is due to the over-
coming of a potential energy barrier between the atomic
congurations during the change of charge state. The rate of
the transition between the congurations depends on the
potential barrier height and the capture rates of charge
carriers. For example, the estimations made by Lany and
Zunger for double-vacancy complex defects in CIGS and CIS
have shown that, aer turning off the light, the complex may

Fig. 5 Sankey diagram qualitatively showing the defect evolution
during Cl treatment and Cu doping stages. Exact concentrations and
flows of defects depend on experimental conditions. This particular
diagramwith arbitrary thicknesses of flowsmay ormay not correspond
to real conditions.
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return to its equilibrium conguration with a time delay in the
range of 100–2500 s.32

Therefore, slow change of atomic conguration may cause
the corresponding slow changes in the doping and recombi-
nation proles in the CdTe absorber. These effects may be
responsible for some of the “fast transients” (up to one hour)
aer changing the conditions. The properties of (Cli–Cli), (Cli–
CuCd), and (Tei–CuCd) complexes that exhibit strong lattice
relaxation are of great interest in this respect.

4.4.2 The slow association/dissociation. Any change in
system conditions caused by changes in ambient temperature,
illumination, or electrical bias may trigger phenomena that
involve diffusion, association and dissociation of point defects
and complexes. Such processes could be relatively time-
consuming due to the slow diffusion of point defects, slow
detachment of defects from the complex or extended defect or
slow association process caused by the association energy
barrier. Below, we discuss several slow mechanisms of associ-
ation and dissociation of complexes in CdTe studied in this
work.

The simplest case is the dissociation of weakly bound (Cli–
CuCd) complex with association energy of #0.40 eV caused by
solar cell heating during the daily operation cycle. Our estima-
tions show that the association degree of Cui may decrease from
90% to 65% upon heating from 20 to 70 "C in the case of 1017

cm#3 total Cu concentration (Fig. 6). This may cause variation in
device characteristics if the complex and the isolated point
defects have different properties, e.g., capture cross-sections.

A more complicated example is the simultaneous change of
the association degrees of several complexes aer the change of
conditions. For example, the binding of defects into (Cli–CuCd)
and (Cli–ClTe) complexes results from the association energies
that change in the opposite way with the decrease of the Fermi
level (Fig. 3). Such change in the association energies, e.g.
during cooling, drives the system toward new equilibrium.
However, chlorine redistribution between the complexes may
be slow because of the slow detachment from (Cli–ClTe) complex
or due to the slow triple-barrier diffusion of Cli+ reported by
Yang et al.12 Furthermore, the plot of association energies in
Fig. 3 suggests that the (Cli–TeCd) complex becomes less stable
than the (Cli–CuCd) when the Fermi level is low in highly p-
doped material. As a result, (Cli–TeCd) may slowly dissociate

in favour of its counterpart, exposing the TeCd recombination
centre and, therefore, inuencing the recombination rates in
the absorber.

The situation becomes even more complicated if one takes
into account the changes of spatially dependent carrier gener-
ation rates and the non-equilibrium electrostatic potential.
Analysis of such problems in the time-space domain would
require the use of comprehensive atomistic kinetic models.

4.4.3 The slow diffusion. At least two additional diffusion
mechanisms appear when we take into account the association
of defects.

On the other hand, being associated with an interstitial,
almost immobile17,74 substitution defect may acquire capability
to diffuse by means of the chain mechanism. Such mechanism
consists of repeated kick-out of the substitution defect in the
course of a chain-like process involving the interstitial–substi-
tution pair complex and the neighbouring regular lattice atom.
Predicted theoretically for the (Cli–CuCd) complex, this mecha-
nism may explain the “slow” Cu diffusion component in CdTe
crystal.11 A similar pair diffusion mechanism was proposed to
explain the boron diffusion in silicon.75 Such mechanism may
facilitate the diffusion of the major substitution defects such as
CuCd, ClTe, and TeCd on the intermediate timescales between
the fast diffusion of interstitial defects and the very slow direct
diffusion of substitutions. In this regard, the diffusivity of (Cli–
ClTe), (Cli–TeCd), and (Cli–CuCd) complexes requires more study.

While the mechanism of slow conguration change plays
a role mostly in the “fast transients,” the second and third
instability mechanisms may play an important role in the
“slow” performance transients. It is hard to explain the slow
transients by either the extremely slow diffusion of the substi-
tution defects or by the very fast diffusion of the interstitial
species. It was not clear how fast the diffusion of interstitials is
until the recent work by Guo et al. showed49 that the diffusion of
isolated Cui+ donors is simply too fast to explain the experi-
mentally observed slow transient effects in the CdTe-based solar
cell. Kinetic simulations performed in that work used a 1D
diffusion-reaction simulator equipped with defect parameters
predicted from rst principles in order to study metastabilities
of solar cell performance under illumination. In their simula-
tion, the stabilization occurs within one minute as opposed to
10 hours in the corresponding experiment. This result implies
that the diffusion of the interstitial defects alone cannot explain
the slow transients on the multi-hour timescales. Therefore, we
suggest that slow changes in defect association degree and the
slow diffusion of defects may be responsible for the experi-
mentally observed “slow transients”.

4.5 Point defects vs. other defects

We have established that the point defects in chlorinated and
Cu-doped CdTe absorbers tend to form pair complexes, and the
models describing electrical properties of CdTe devices should
account for this phenomenon. The question arises, however,
about the applicability limits caused by other competing
processes that may come into play and inuence the electric
behaviours. Examples of such processes are the aggregation of

Fig. 6 The dependence of Cui defect association degree on
temperature ([Cui] ¼ [CuCd] ¼ 1017 cm#3).
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point defects into clusters and the segregation on the extended
defects. Thorough theoretical analysis of all these processes is
beyond the scope of this paper, so we provide only some general
comments and simple assessment of the role of different
processes.

4.5.1 The large defect clusters. We assume that the
formation of large defect clusters proceeds primarily via bimo-
lecular reactions of the consecutive attachment of additional
point defects to the most stable pair complexes. Therefore, we
can assess the probability of formation of large clusters by
analysing the energies of point defect attachment to the primary
pair complexes. We can treat such attachment similarly to the
association of two defects. For example, in order to form a triple
complex, the association energy has to overcome the congu-
ration entropy contribution separating the defects. Moreover,
the association into a cluster should be more stable, as
compared to the pair complexes, to be competitive. To assess
the association probability of Cl- and Cu-related defects into
clusters, we analyse the association of Cli and Cui defects with
the most stable pair complexes, such as (Cli–ClTe), (Cli–Cli), (Cli–
CuCd), (Cli–TeCd), and (Cui–CuCd). We nd that none of the
analysed cluster associations can compete with the previously
analysed pair complexes in terms of stability; therefore, we
would disregard these mechanisms. At the same time, we nd
some stable structures of (3Te)i and (4Te)i defect clusters. This
means that Tei can potentially form larger clusters, for example,
under Te-rich conditions. While the properties of such clusters
can be important in some cases, their formation does not
inuence our results on pair complex formation, and all our
above conclusions hold true.

4.5.2 The segregation on extended defects. We discrimi-
nate two types of extended defects in a polycrystalline CdTe
absorber with columnar grains: (i) the external grain surfaces
(grain boundaries, GB) that can be highly disordered and
defective and (ii) the more ordered planar (e.g., twin bound-
aries) and line defects (e.g. dislocations) inside the grains.
According to the available experimental data, the external GBs
do not accumulate Cu,76,77 but they do accumulate Cl.6,65,77,78

However, Cl still penetrates the grain interior in signicant
concentrations from 5 ( 1016 to 4 ( 1017 cm#3, estimated by
ToF-SIMSmeasurements,6,65 andmay segregate on the extended
defects of type (ii) inside the grain.

The most abundant extended defect of type (ii) in CdTe is
S#3 coherent twin boundary, which has the lowest energy.79–81

However, neither the intrinsic defects nor the Cu- or Cl-related
defects segregate on such boundaries, as was shown both
theoretically12,82 and experimentally.65 Other planar defects have
much lower density than S#3 boundaries.

The dislocation density in CdTe usually does not exceed 105

to 106 cm#2.79,83 Even if packed with the point defects very
tightly, dislocations can accommodate only up to 1014 cm#3

point defects, i.e., 3–4 orders of magnitude less than the overall
density of Cu and Cl elements in the grain interior. Therefore,
we conclude that while some amount of Cl and Cu atoms can
segregate on the extended defects of type (ii), most of the intra-
grain Cu and Cl atoms reside in point defects and pair defect
complexes.

5. Conclusions and outlook
We have analysed the thermodynamic aspects of defect inter-
actions in Cl- and Cu-treated CdTe absorbers using rst-
principles calculations. Below, we list the most important
ndings made in this work:

$ There exists a number of pair complexes with negative
association enthalpy, including some donor–donor complexes.

$ The interstitial–vacancy complexes and the complexes
formed by self-interstitial with substitution defect are unstable.

$ There are several complexes with strong lattice relaxation.
$ Interstitial Cl defects (Cli) participate in the formation of

the most favourable complexes.
$ All the primary pair complexes in p-type CdTe exhibit either

neutral or donor character.
We have identied several pair complexes that could be

present in CdTe absorbers and may inuence device perfor-
mance and stability. While only the detailed kinetic simula-
tions of the cell preparation and eld operation may reveal the
actual role of defect association, we can still derive general
conclusions about the role of the most important complexes in
CdTe.

The most tightly bound complexes in chlorinated CdTe are
those associating the TeCd antisite defect: (Cli–TeCd) and (Tei–
TeCd). If association in stable complexes indeed passivates
TeCd recombination centres, it would explain the role of Cl
treatment in the improvement of free carrier lifetime in CdTe.
The neutral (Cli–ClTe) complexes are presumably the most
abundant in chlorinated CdTe absorbers before Cu treatment.
Aer Cu introduction and activation, (Cli–ClTe) complexes
dissociate in favour of more stable (Cli–CuCd)2+ complexes that
become the dominant compensating defects limiting the p-
type doping. On the cool-down, CuCd

# acceptors formed
during Cu annealing tend to bind available Cui

+ interstitials to
form neutral (Cui–CuCd) complexes that do not inuence the
doping.

Association of the point defects into pair complexes may
introduce several mechanisms for the instabilities, including:

$ Slow change of the atomic conguration of the complexes
with the large lattice relaxation.

$ Slow dissociation/association of point defects, and.
$ Slow diffusion mechanisms caused by the defect

association.
The latter twomechanismsmay play an important role in the

performance changes observed on the multi-hour timescale. To
further clarify these effects, the kinetic parameters are needed
for several complexes, including (Cli–ClTe), (Cli–TeCd), (Cli–
CuCd), and (Cui–CuCd) complexes. Required parameters include
the carrier capture rates, diffusivities, and the barriers for
changing the atomic conguration and association/
dissociation.

According to our calculations, large cluster complexes
involving Cl and Cu in the bulk of CdTe grains are less
favourable energetically as compared to pair complexes. At the
same time, the large clusters of Tei may form under some
conditions, and deserve further investigation.
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