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SEMI-EMPIRICAL REGULARITIES IN THE SPECTRA AND TRANSITION PROBABILITIES OF
HEAVY AND HIGHLY I0ONISED ATOMS

Lorenzo J. CURTIS
Department of Physics and Astronomy, The Unicersity of Toleds, Toledo, OH 43606, LS4

Semi-empirical methods are being vsed (o systematise available data for one and two valence clectron isoelectronic sequences to
provide accurale estimates of energy levels, fine structure separations, transition probabilities, ionisation potentials, et in very heavy
and very highly ionised atoms, Through core polarisation and core penetration models, guantum defect formulations and charge
screening parameterisations, quantifiable regularities have been discovered which can be tested for higher ionization stages by fast ion

heam methods. The techniques are described and several applications are presented.

1. Introduction

Fast ion beam methods provide a convenient means
for the study of very heavy and wvery highly 1omsed
atoms, for which little spectroscopic data presently ex-
ist, High wavelength resolution of a fast moving source
can be achieved through optical refocussing technigues,
but there is a need for very accurate wavelength predict-
ions and precisely known calibration lines. The accu-
racies required for spectroscopic classification often ex-
ceed the present capabilities of ab initio theoretical
calculations for highly relativistic many-electron sys-
tems and semi-empirical data parameterisations can
often provide more accurate predictions. As one moves
up in lonisation stage along an isoelectronic sequence,
the inner core electron orbits shrink more rapidly than
the outer active electron orbit, and parameterised single
electron models can provide very accurate extrapola-
tions.- In association with a program ol experimental
fast ion beam studies, we are making extensive use of
semi-empirical methods to systematise available data
and to predict wavelengths and lifetimes in very heavy
and very highly ionised systems. Several applications
will be described below.

2, Polarisation and penetration models

For states of sufficiently high principal and orhbital
angular momentum gquantum numbers r and [, the
active electron and the passive core are essentially cou-
pled only by central electrostatic interactions, and the
term values T (freed of magnetic fine structure and
exchange effects by an appropriate confipuration aver-
age) are well represented by [1,2]

T=R[(tr " +a2(@ - "))
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+lagr )+ (o~ 68)r %)+ ... ], (1)

where R is the reduced-mass-corrected Rydberg energy,
« 15 the fine structure constant, £ is the central charge
(in units of ), r is the distance from the active electron
to the nucleus (in units of a,, the reduced-mass-cor-
rected Bohr radius), oy and a, are the dipole and
quadrupole polarisabilities of the core (in units of aj
and a, respectively) and 8 is a measure of the mability
of the core to follow the motion of the outer electron (in
units aj}). Higher order moments and retardation elfects
[3] eould also be included, but are here neglected.

A standard approach [1] has been to consider “non-
penetrating states” and replace the averages ower re-
ciprocal powers of the radius in eg. (1) by their hydro-
genlike values. Term values can then be parameterised
by adjusting effective values for the quantities o, and
aq—ﬁﬁ. This method is very useful for determining
ionisation potentials by extrapolation along a Rydberg
series. However, the values for the core parameters
mferred from different Rydberg senes in the same ion
often differ substantially (particularly in the case of
oy — 6 ). This is usually ascribed to penetration effects,
and although it has little effect on the determination of
the ionisation potential, it severely limits the reliability
of the polarisation approach for prediction of term
values in higher Rydberg series. This is illustrated for Si
III in fig. 1. According to the polarisation model, data
plotted in this manner should fall along a straight line
with a slope a, — 68 and an intercept a,. This is rea-
sonably so in fig. | for the h series, but there is also an
apparent trend for the intercept to increase and the
slope 1o decrease with increasing /. These remarks are
clearly speculative, since the results plotted are sliding
spark data [4] so the i series is subject to shifts and
broadening due to the Stark effect, and since the g series
probably contains configuration interaction effects.

IV, ATOMIC STRUCTURE CALCULATIONS
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Fig. 1. Core polarization analysis for 5i 111, For non-penetrat-
ing orbits the quantities labelling the axes are linearly related
with an intercept a, and a slope ay — 6. The solid lines denote
fits to the individual ! Rydberg series and the dashed line
indicates the theoretical prediction. Data are from ref, 4,

However, similar tendencies are observed in many other
systems [3] and the validity of this approach is worthy
of examination before extrapolations are made to the
very high » and [ states that can be produced in field-free
fast 1on beams.

Isoelecironic sequences with two valence electrons
provide a good probe of this method, since in these
systems core polarisation effects arise mainly from the
single out-of-shell core electron, so that a,, oy and #
can be easily and reliably calculated theoretically [6,7].
Moreover, the relatively large polarisabilities of these
cores strongly break the hydrogenic { degeneracy, giving
rise to well separated and easily identified families of
lings that would be useful for calibration purposes if
their wavelengths could be accurately predicted. Calcu-

Tahle 1

lations have been made [6,7] up to high stages of ionisa-
tion and differ systematically from values inferred rom
measurements. The theoretical ay is always slightly larger
than the measured intercept and the theoretical oy 63
differs not only in magnitude, but also in sign from the
measured slope, both determined on a plot similar 1o
fig. 1. For the Si III example, the theoretical values are
ay =722 and a, — 68 = —55.6, and the intercept and
slope corresponding to these values are indicated by the
dashed line in Tig. 1.

We have attempled to incorporate penetration ef-
fects into this analysis by a simple classical extension of
the polarisation model [2). The penetrated portion of
the core charge is modelled as a hollow spherical shell
of radius p that has a gquantity of charge —A{ uniformly
distributed over its surface. {The model might be pic-
turesquely described as a quantised Kepler orbit that
pierces a Ptolemaic sphere of charge.) It is further
assumed that a, and a«, — 6/ vanish for r<p. For r=p
theoretical values can be used for ay, oy and 8, whereas
p and A} are adjusted to fit the data. Clearly a volume
distribution of charge would be a more realistic model
than this hollow shell, but this would also destroy the
Keplerian ellipticity of the internal orbit, and sacrifice
the major advantage of the model, which is its simplic-
ity. A better representation of the data can be achieved
by a compromise in which the hollow shell is retained,
but the surface charge is allowed to increase weakly
with the depth of penetration. An empirical Ansalz that
has been found to achieve this gquite well is

A= At, exp( B/P), (2)

where A{, and B are adjustable parameters and P is the
classical perihelion distance as computed from the ex-
ternal orbit segment. The results of a weighted non-lin-
ear least-squares adjustment of p, AL, and B to the data

Results of weighted non-linear least-squares adjustment of p, Al and 8, to the data of fig. 1.

Config. Tiohs) Tiohs)— T{ht) ® Ad ] Afy B
KENT 39 837,39 0,00 0.021
bg 17 665,16 —i3,21 0041
8 20 321,31 +0.69 0.056 1154 247X 1074 2044
5g 15 554.55 —.45 0068
G 12 2857 —0.50 0.076
3s6h 27 449,91 0,00 0.011
7h 20 202.00 0.00 0.015 iy
Sh 15 464.9 0.0 0.018 7.95 1,00 10 1617
Gh 122173 0.0 0020
3s8i 15 444.3 00 0007 iy
i 17 2023 0.0 0.007 5.92 6,54 10 -

"y =722 &, =104, =110
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shown in fig. | are given in table 1. Magnetic fing struc-
ture and exchange effects have been eliminated by a
weighted configuration average described in ref. 2. Al-
though the method requires separate values for p. Al,.
and B for each series it seems likely that, as more data
become available. a pattern for their variation with [/
and with { might emerge that could reduce the number
of free parameters further,

The method has already been successfully applied o
a number of other systems. For example, in Cs [ [§] this
method correctly reproduces term value measurements
[9] for /=3 and agrees with quantum defect measure-
ments [10] for n=109. For He [ [11] the method has
been very accurately tested wsing rf measurements [12,13]
of An =10 transitions, where the gross energy contribu-
tion 15 absent and the precision with which polarisation
and penetration energies can be determined is substan-
tially improved. In this case the method has been found
to reproduce #n == 6 D-F, F-G and G-H 4n =0 separa-
tions to within about 1 MHz.

The polarisation approach can also provide predict-
ions for transition probabilities, since the one-glectron
transition moment should properly include both the
dipole moment of the valence electron and the dipole
moment mduced in the core. The former is proportional
to , the latter to a,/r®. For non-penetrating states the
transition moments of r and # 2 can be related by a
simple identity {the relationship between the length and
acceleration forms of the operator). Using this relation-
ship the transition probability can be written as [14)

OV =[1- 0/ RN [N 4,0] ()
where A, and A, are the transition probability and
wavelength of the ion in question and A, (H} and
A (H) are the corresponding quantities in neutral hy-
drogen. Although the polarisation corrections in eq. (3)
are usually small, they can approach 10% in two-va-
lence-glectron systems.

3 Quantum defect formulations

Although the classical picture does not provide a
very satislactory basis for transition probahility caleula-
tions [15], the quantum defect method is 3 uselul bridge
between the semi-classical model and the ab initio
guantum mechanical Tormulation, This method can be
formulated [16] in terms of simple approximate func-
tional relationships that can lead to insights concerning
large classes of states and 1ons which are less apparent
in a full ab initio treatment. The historical origin of this
method, the Rydberg—-Ritz parameterisation of the Bal-
mer formula, is equivalent to the polanisation—-penetra-
tion model described in section 2, since it can easily be
shown [2] that both the polarisation and penetration

corrections to the gross energy are proportional to n 7,

This 15 the phenomenclogical basis for the quantum
defect &, since

T=R{/(n—8Y =R(t/MmY[1+28/m+---]. (4)

The quantum mechanical basis is provided by the re-
alisation that the lonic core modifies the wave function
in the external region simply by shilting the phase of the
nodes of a corresponding hydrogenic wave function by
d= [17]. For highly penetrating orbits § can be quite
large, causing the external wave function to exhibit
fewer nodes than would the hydrogenic equivalent (i.e.,
owing to the phase shift, some of the nodes are drawn
inside the core, causing the external wave function to
resemble a hydrogenic state of lower n).

Insights concerning the various contributions to &
can be gained by comparing egs. (1) and (4). As one
moves up in charge state along an isoelectronic se-
quence the core shrinks relative to the active electron.
This causes the penetration portion of § to sharply
diminish, whereas the polarisation portion of & first
increases with increasing {, then passes through a maxi-
mum and ultimately decreases toward zero as £ 2, The
latter occurs becauwse at low { differential screening
causes the core polarisabilities to stiffen much faster
with { than the valence electron draws in. For large §
the differential screening becomes negligible relative to
the gross energy scaling factor {2, The relativistic por-
tion of & increases as {* but its relative magnitude is
small. This decrease in & with increasing § causes nodes
to move outl of the ¢ore and into the external region.
For overlap integrals which favour the external region.
such as the dipole transition element, the difference in
outward march of the nodes of the upper and lower
states can cause regular oscillations, and hence regular
cancellations, in the integral. A knowledge of the precise
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Fig. 2. Plot of effective quantum numbers for d-f transitions in
the Cu sequence. lons from Cu 1 to Mo XIV are designated
(from left to nght) by division markers on the loci. The solid
lines denote cancellations in the dipole transition integral as
predicted by quantum defect theory,
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location of such cancellations is useful both in the
classification of spectra and in the study of small per-
turbations which become measurable when the domi-
nant interaction is absent. We have developed [18,19] a
simple graphical technique which we have used to locate
likely cancellations in Rydberg transition of ions of the
Li, Na, K, Cu, Rb and Cs isoelectronic sequences.

An application of this approach to the d-f transi-
tions of the Cu iscelectronic sequence is shown in lig. 2,
A locus is drawn in the space of the effective gquantum
numbers (n* =pn — §) of the upper and lower state for
each transition, with the ions (from left to right) Cu |
through Mo X1V indicated by division markers. The
downward slope of the locus signifies that the d-state
quantum defects arise mainly [rom penetration effects
(since they are large and decrease with ) whereas the
[-state quantum defects arise mainly from polarisation
effects (which have not yet reached their maximum
value with increasing {). The solid lines designate the
nodes of sign change in the dipole transition integral,
which correspond to cancellations in the transition
probahility. Motice that for the ions at the neutral end
of the sequence these integrals have the opposite sign
from the hydrogenic (high ) case, indicating that at low
§ nodes are concealed within the core, Intersections on
this plot indicate that intensity anomalies should be
exhibited for 4d-5f transitions near Kr VIII, for 4d—61
transitions near Br VII and for 5d-6f transitions near Y
XI. Some of these indications have been verified by
recent ohservations [20], motivating pursuit of a pro-
gram of “disappearance spectroscopy™ in which missing
lines are studied. By a comparative study of relative
intensities along either an isoelecironic sequence or a
Rydberg series or within a fine structure multiplet, the
position of exact cancellation could be experimentally
pinpointed. This knowledge could be used 1o sensitively
probe small effects (core polarisation, configuration in-
teraction, higher moments, relativistic effects, etc.), nor-
mally masked by the dominant interaction, using more
sophisticated ab initio theoretical methods.

4. Screening parameterisations

In cases where penetration effects are severe, it is
sometimes fruitful to parameterise the effective central
core charge. This works particularly well lor the fine
structure splitting, Ae, with the parameterisation ef-
fected by replacing the central charge in the hydrogen-
like expression by a gquantity Z,

.RG'EZ‘ e 3
e=—2>_|1+ ¥ C (aZ
nllrllrlf_'_ l::l ng I {ﬂ' ;}
+ QED correc l'.il:ms] : {5)

where C,; denotes a set of rational fractions given in
ref, 21, Eq. (5) is used to transform measured values for
Ag into values for Z,. It has been found [1.22] that there
is often a high degree of empirical linearity between the
screening and the reciprocal of the screened charge,
expressed as

(Z-2,)=S,+b/Z, (6)

In many cases the fidelity of this purely empirical
relationship is astonishing. An example is shown in
fig. 3 for the *P" and *D fine structure separations in
the Cu isoelecironic sequence. Eq. (6) reproduces the
data to within experimental accuracies for all but the
first few stages of ionisation, where effects such as
exchange core polarisation [23,24] become significant.
Mo data are presently available to test the persistence of
this lincarity for Z =68, but there Z — Z_ is small and
slowly varying relative to Z, so the line structure pre-
dictions become less sensitive 1o the rigour of eq. (6).
Fig. 3 includes many recent measurements [20,25-28)
which were correctly predicted earlier by this procedure
[29]. This method is very sensitive Lo inconsistencies,
and a recent revision [30] in the 6p P, ,, level in Mo
XIV removed a anomaly earlier noted by this procedure
[31].

Additional regularities can be recognised by cx-
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Fig. 3. Effective screening versus reciprocal screened charge for
the *F” and *D fine structure splittings in the Cu sequence.
Circles represent measured data (with division markers where
data are missing), solid lines denote linear fits and dashed lines
trace specific ions through the various Rydberg terms,
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amination of the dependence of the linear fits in fig. 3 as
functions of n and /. One empirical regularity is seen if
eq. (6) 15 rewritten in the form

z=[(z-sy+fz-sP—(z-s)P]2 O

where zﬁ:.‘:‘u+1v’5 is the lowest jonisation stage of
the sequence to which the formula is applicable, It is
interesting to note that £, seems to coincide with the
onset of significant curvatures in the Z — Z_versus 1 /2,
plot. These curvatures {which are not adequately de-
scribed by a higher order polynomical in 1,/Z) proba-
bly arise from effects such as exchange core polarisation
which are more important at the neutral end of the
sequence. It has been observed that Z, often turns out
1o be approximately the same number for many differ-
ent multiplets in the same isoelectronic sequence. For
example, in the Cu sequence [22], Z, = 30.9 for all *P"
and D multiplets, which rules out only the first three
members of the sequence. For the Mg seguence [32]
Z,=11.5, so no members are ruled out. Another em-
pirical regularity has also been noticed (with the help of
a computer graphics terminal and many trials), namely

So=q(n—ng)", (7)
where », is the principal quantum number of the highest
closed shell of the core and g and y are constants for a
given Rydberg series. Eq. (7) has only been tested for
the Cu sequence, but there five fitted parameters (one
set of values of g and ¥ each for the “P" and *D series
and Z,) have been used to predict [21] the line structure
splittings for the n=4-8 *P" and n=4-6 D term
values for all ions from As V to U LXIV. For the
two-valence-electron Mg T sequence, the 353p and 3s4p
configurations are reasonably unperturbed and can also
be treated wsing this formalism [32). Here, not only the
fine structure separations, but also the direct and ex-
change Slater integrals could be accurately described by
screening parameterisations,

5. Conclusion

The semi-empirical methods described here are sim-
ple and utilitarian. Their value does not require a firm
physical basis but resides solely in the success with
which they reproduce measured data. The parameters
developed do, however, summarise large and unwieldy
bodies of data in exceedingly concise form. The regular-
ities in these parameterisations which have emerged are
often quite striking, and it is possible that a confronta-
tion between ab initio theory and experiment in terms
of these guantities {describing whole series and se-
quences al once) could be an efficient and instructive
approach,

Fast ion beam spectroscopy is the only present means

of production of heavy and highly ionised atoms in an
environment in which high » and [ states are not strangly
field quenched and it therefore provides the means of
confirmation or refutation of these semi-empirical meth-
ods.

The work was supported by the ULS. Department of
Energy, Division of Basic Energy Sciences, under con-
tract number DE-AS-05-B0ER 10676,
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Discussion

Hibbert: Could you use these schemes for predicting fine
structure splittings? I'm thinking of the work that Eric Pinning-
ton and ourselves have been doing, and also Dr, Veje, on xenon
ons — could vou predict the fine structure splittings of the high
levels of Xe VIIT

Curtis: Yes, if there were some data on lower or higher charge
states 1o connect to, or, if it were possible 1o make some
homologous estimate of what the screening parameters might
be. It"s nice in that, no matter which way you move, there seem
to be regularities. It seems to be smooth whether vou go
homologously, isoelectronically, or up a Rydberg serics, pro-
vided you have a system which doesn't have something dramatic
happening. And if there's something dramatic happening, that's
also interesting. So again, yes, if there's data to hase it on or if

there is a way to make estimates of the screening parametrisa-
tion and to scale them somehow,

Hibbert: Certainly 1 think there might be data for the homaol-
OZOULE ALINE,

Maowat: Those are very nice straight lines. Do the data points
deviate from the lines by 1% or 1/10% or some order of
magnitude like that?

Curtis: The screening parameters may deviate by 1,/10% or 1%
or s0, but the fine structures don't. As you o to high £ the
screening is falling off = giving less and less screening as the
orbit and core shrink, Suppose we look at vranivm. [1 has a
high Z and also low screening, so even if the screening is off by
a percent or 5o, the accuracy in the fine structure separation
itsell is very good. In almost every case it's within the accuracy
of the experimental data point. There are only & few cases in
which the points fell off the line to within more than the
experimental wncertainties and in those cases we have gone
back to the authors. Usually they have remeasured it and found
that the point was wrong. It's a very pood way to recognise
things that are wrong. If you see a point which is off then there
gither must be a misclassification or else therg 15 something
very interesting going on, for example, a plunging level going
through,



